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Preface

Today, ultrasonic signal is being used for characterizing (detecting internal
defects in) a variety of engineering structures, such as airplanes, buildings,
nuclear power plants, pressure-vessels, and pipes, for inspecting human
body parts, such as tumors, bones, and unborn fetuses. In spite of the ever
increasing popularity and wide range of the use of this technology by
researchers, medical technicians, factory workers, and engineers, we do not
have any book that covers both the fundamentals and the advanced appli-
cations of this technology. Currently, books either concentrate on fundamen-
tal equation derivations, and thus are too theoretical, or consider only
advanced applications, hoping that the readers have already gained the
theoretical knowledge from another source. One reason that there have been
no books written that cover both fundamental and advanced applications is
there are many advanced applications of ultrasonic nondestructive evalua-
tion (NDE); it is very difficult for any one author to cover all of those topics.
The advanced topics are mostly covered in conference proceedings where
different authors discuss different applications. Many advanced topics, such
as guided wave technique, nonlinear ultrasonic technique, laser-ultrasonic
technique, and acoustic microscopy, have matured enough to be included in
a book. 

The purpose of this book is to bridge the gap between the two types of
books available in the market today — the one kind lacks the advanced
analysis and the other kind lacks the fundamentals. This book starts with
the fundamental principles of mechanics; derives the basic equations of the
mechanics of elastic wave propagation; and then, step-by-step, expands its
horizon to cover the state-of-the-art advanced topics of ultrasonic NDE that
are in the forefront of today’s research. 

Chapter 1 derives the fundamental equations of mechanics related to ultra-
sonic NDE. It is written in such a way that any college graduate of science
or engineering should be able to follow it. A good number of examples and
exercise problems are provided for easier understanding and good compre-
hension of the subject. After studying this chapter the readers will be able
to follow the remaining chapters on specialized topics. 

Each chapter has been well written by authors who are experts in their
fields and have many years of research experience related to the topics that
they cover. These authors have nicely described many applications of ultra-
sonic techniques, from the traditional to the very advanced. All chapters are
written in simple English that is understandable to practitioners, graduate
students, and research scientists. 
www.iran-mavad.com 
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This book was created to assist people at each level. Some chapters have
questions and problems appropriate for a graduate-level course on ultrasonic
NDE. Coverage of the traditional ultrasonic NDE applications with the der-
ivation of basic equations should be attractive to practicing engineers and
technicians. The advanced applications will be more appealing to research
scientists. 

Since Chapter 1 starts with the basic knowledge of science, derives all
equations used in it, and gives a large number of solved problems and
exercise problems, it can be an ideal syllabus for a graduate-level course on
the mechanics of deformable solids (or continuum mechanics) with an
emphasis on the elastic wave propagation study. Materials covered in the
first few chapters, as well as one or two additional chapters, are ideal for a
sequence of two consecutive graduate-level courses in mechanics, elastic
wave propagation, and ultrasonic NDE. 

Another distinguishing feature is that this book combines engineering and
biological material characterization techniques. Both engineers (physical sci-
ence community) and medical doctors (life science community) use ultra-
sonic techniques for material characterization and diagnosis. This is the first
earnest attempt to bring these two communities together. 

I would like to thank the authors for their time and effort. Without their
contributions this project would not have been completed successfully. I
would also like to thank my students, Rais Ahmad, Sourav Banerjee, and
Heather Watson, for their assistance throughout the writing process. Finally,
I want to give my sincere thanks to my wife, Nupur, and daughters Ina and
Auni, for their patience and continuous encouragement. 

Tribikram Kundu
Editor
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It is necessary to have a good understanding of the fundamentals of mechan-
ics to appreciate the physics of elastic wave propagation in solid and fluid
materials. With this in mind, this chapter is divided into two focus areas.
The first part is devoted to the theory of elasticity and continuum mechanics,
while the basic equations of elastic wave propagation in materials are
derived in the second part. It is very important to fully comprehend the first
chapter before progressing to the rest of the book. 

 

1.1 Fundamentals of the Continuum Mechanics and
the Theory of Elasticity

 

Relations between the displacement, strain, and stress in an elastic body are
derived in this section.

 

1.1.1 Deformation and Strain Tensor

 

Figure 1.1 shows the reference state (R) and the current deformed state (D)
of a body in the Cartesian 

 

x

 

1

 

x

 

2

 

x

 

3

 

 coordinate system. Deformation of the body
and displacement of individual particles in the body are defined with respect
to this reference state. As different points of the body move because of
applied force or change in temperature, the configuration of the body changes
from the reference state to the current deformed state. After reaching equi-
librium in one deformed state, if the applied force or temperature changes
again, the deformed state also changes. The current deformed state of the
body is the equilibrium position under current state of loads. Typically, the
stress-free configuration of the body is considered as the reference state, but
it is not necessary for the reference state to always be stress free. Any possible
configuration of the body can be considered as the reference state. For sim-
plicity, if it is not stated otherwise, the initial stress-free configuration of the
body before applying any external disturbance (force, temperature, etc.) will
be considered as its reference state.

Consider two points, P and Q, in the reference state of the body. They
move to P

 

*

 

 and Q

 

*

 

 positions after deformation. Displacement of points P and
Q are denoted by vectors 

 

u

 

 and 

 

u

 

 + 

 

du

 

, respectively. (Note: Here and in
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subsequent derivations vector quantities will be denoted by bold letters.)
Position vectors of P, Q, P

 

*

 

, and Q

 

*

 

 are 

 

r

 

, 

 

r

 

 +

 

 dr

 

, 

 

r

 

*

 

 

 

and

 

 r

 

*

 

 +

 

 dr

 

*

 

, respectively.
Displacement and position vectors are related in the following manner:

 

(1.1)

 

In terms of the three Cartesian components the above equation can be
written as

 

(1.2)

 

where 

 

e

 

1

 

, 

 

e

 

2

 

, and 

 

e

 

3

 

 are unit vectors in 

 

x

 

1

 

-, 

 

x

 

2

 

-, and 

 

x

 

3

 

-directions, respectively. 
In index or tensorial notation Equation 1.2 can be written as

 

(1.3)

 

where the free index (

 

i

 

) can take values of 1, 2, or 3.
Applying the chain rule, Equation 1.3 can be written as

 

(1.4)

 

FIGURE 1.1

 

Deformation of a body. R is the reference state, and D is the deformed state.
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In the above equation, the comma (,) means derivative, and the summation
convention (repeated dummy index means summation over 1, 2, and 3) has
been adopted.

Equation 1.4 can also be written in matrix notation in the following form:

 

 

(1.5)

 

In short form, Equation 1.5 can be written as

 

(1.6)

 

If one defines 

 

(1.7a)

 

and 

 

(1.7b)

 

then Equation 1.6 takes the following form:

  

 

(1.7c)

 

1.1.1.1 Interpretation of 

  

eeee

 

ij

 

 and 

  

wwww

 

ij

 

 for Small 
Displacement Gradient

 

Consider the special case when 
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=

 

 d
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. After deformation the three
components of 
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can be computed from Equation 1.5.
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In this case, the initial length of the element PQ is 

 

dS

 

 =

 

 dx

 

1

 

; the final length
of the element P

 

*

 

Q

 

*

 

 after deformation is

 

(1.9)

 

In Equation 1.9 we have assumed that the displacement gradients (

 

u

 

i,j

 

) are
small. Therefore 

 

e

 

ij

 

 

 

and 

 

w

 

ij

 

 are small, and the second-order terms involving

 

e

 

ij

 

 

 

and 

 

w

 

ij

 

 could be ignored.
Engineering normal strain (E

 

11

 

) in 

 

x

 

1

 

-direction, from its definition can be
written as 

 

(1.10)

 

Similarly, one can show that 

 

e

 

22

 

 

 

and 

 

e

 

33

 

 are engineering normal strains in

 

x

 

2

 

- and 

 

x

 

3

 

-directions, respectively.
To interpret 

 

e

 

12 

 

and 

 

w

 

12

 

, consider two mutually perpendicular elements,
PQ and PR, in the reference state. In the deformed state these elements are
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 positions, respectively, as shown in Figure 1.2.
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After deformation, the three components of 
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can be written

 

FIGURE 1.2

 

Two mutually perpendicular elements, PQ and PR, before deformation no longer remain per-
pendicular after deformation.

dS dx dx dx dx

dx dx

* * * *[( ) ( ) ( ) ] [( ) ( ) ( ) ]

[ ] ( )

= + + = + + + + +

ª + = +

1
2

2
2

3
2

1
2

1 11
2

21 21
2

31 31
2

1
2

1 11

1
2

1 11

1

1 2 1

e e w e w

e e

E11
1 11 1

1
11

1= - = + - =dS dS
dS

dx dx
dx

* ( )e e

P

R

Q

α

S

x2

x3

x1

R*

P*

S*

Q*

α1

α2

P*

90°

1462.book  Page 6  Monday, December 1, 2003  3:06 PM

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



Mechanics of Elastic Waves and Ultrasonic Nondestructive Evaluation 7

in the forms of Equation 1.11 and Equation 1.12, respectively, as given below: 

  (1.11)

  (1.12)

Let a1 be the angle between P*Q* and the horizontal axis, and let a2 be the angle
between P*R* and the vertical axis as shown in Figure 1.2. Note that a + a 1 +
a2 = 90∞. From Equation 1.11 and Equation 1.12 one can show the following:

(1.13)

In the above equation we have assumed small displacement gradient and
hence 1 + eij � 1. For small displacement gradient tan ai � ai , one can write

  (1.14)

From Equation 1.14 it is concluded that 2e12 is the change in the angle between
the elements PQ and PR after deformation. In other words, it is the engineering
shear strain, and w21 is the rotation of the diagonal PS (see Figure 1.2) or
the average rotation of the rectangular element PQSR about the x3 axis after
deformation.

In summary, eij and wij are the strain tensor and rotation tensor for small
displacement gradients.
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8 Ultrasonic Nondestructive Evaluation

Example 1.1

Prove that the strain tensor satisfies the relation eij,k� + ek�,ij = eik,j� + ej�,ik. 

This relation is known as the compatibility condition.

SOLUTION

Left-hand side = 

Right-hand side = 

Since the order or sequence of derivative should not make any difference,
ui,jk� = ui,kj�; the other three terms in the two expressions can also be shown
as equal. Thus the two sides of the equation are proved to be identical. 

Example 1.2

Check if the following strain state is possible for an elasticity problem:

 

SOLUTION

From the compatibility condition, eij,k� + ek� ,ij = eik,j� + ej�,ik given in Ex-
ample 1.1, one can write

e11,22 + e22,11 = 2e12,12 by substituting i = 1, j = 1, k = 2, � = 2.

Since the two sides of the compatibility equation are not equal, the given
strain state is not a possible strain state.

1.1.2 Traction and Stress Tensor

Force per unit area on a surface is called traction. To define traction at a point
P (see Figure 1.3), one needs to state on which surface, going through that
point, the traction is defined. The traction value at point P will change if the
orientation of the surface on which the traction is defined is changed.

e eij k k ij i jk j ik k ij kiju u u u, , , , , ,( )l l l l l l+ = + + +1
2

e eik j j ik i kj k ij j ik jiku u u u, , , , , ,( )l l l l l l+ = + + +1
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Mechanics of Elastic Waves and Ultrasonic Nondestructive Evaluation 9

Figure 1.3 shows a body in equilibrium under the action of some external
forces, if it is cut into two halves by a plane going through point P. In general,
to keep each half of the body in equilibrium some force will exist at the cut
plane. Force per unit area in the neighborhood of point P is defined as the
traction at point P. If the cut plane is changed, then the traction at the same
point will change. To define traction at a point its three components must
be given and the plane on which it is defined must be identified. The traction
can be denoted as T(n), where the superscript n denotes the unit vector normal
to the plane on which the traction is defined, and where T(n) has three
components that correspond to the force per unit area in x1-, x2-, and x3-
directions, respectively.

Stress is similar to traction — both are defined as force per unit area. The
only difference is that the stress components are always defined normal or
parallel to a surface, while traction components are not necessarily normal
or parallel to the surface. A traction T(n) on an inclined plane is shown in
Figure 1.4. Note that neither T(n) nor its three components (Tni) are necessarily
normal or parallel to the inclined surface. Its two components (snn and sns)
are perpendicular and parallel to the inclined surface, and are called normal
and shear stress components. 

Stress components are described by two subscripts. The first subscript
indicates the plane (or normal to the plane) on which the stress component
is defined, and the second subscript indicates the direction of the force per
unit area or stress value. Following this convention, different stress compo-
nents in x1x2x3 coordinate system are defined in Figure 1.5.

Note that on each of the six planes, meaning the positive and negative x1-,
x2-, and x3-planes, three stress components (one normal and two shear stress
components) are defined. If the outward normal to the plane is in the positive
direction, then we call the plane a positive plane; otherwise it is a negative
plane. If the force direction is positive on a positive plane or negative on a
negative plane, then the stress is positive. All stress components shown on
positive x1-, x2-, and x3-planes and negative x1-plane in Figure 1.5 are positive
stress components. Stress components on the other two negative planes are
not shown to keep the figure simple. Dashed arrows show three of the stress

FIGURE 1.3
A body in equilibrium can be cut into two halves by an infinite number of planes going through
a specific point P. Two such planes are shown in the figure.
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10 Ultrasonic Nondestructive Evaluation

components on the negative x1-plane, while solid arrows show the stress
components on positive planes. If the force direction and the plane direction
have different signs, one positive and one negative, then the corresponding
stress component is negative. Referring to Figure 1.5, if we change the direc-
tion of the arrow of any stress component, then that stress component becomes
negative.

1.1.3 Traction-Stress Relation

Let us take a tetrahedron OABC from a continuum body in equilibrium (see
Figure 1.6). Forces (per unit area) acting in the x1-direction on the four surfaces

FIGURE 1.4
Traction T(n) on an inclined plane can be decomposed into its three components Tni, or into two
components — normal and shear stress components (snn and sns).

FIGURE 1.5
Different stress components in the x1x2x3 coordinate system.
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Mechanics of Elastic Waves and Ultrasonic Nondestructive Evaluation 11

of OABC are shown in Figure 1.6. From its equilibrium in the x1-direction one
can write

(1.15)

where A is the area of the surface ABC; A1, A2, and A3 are the areas of the
other three surfaces OBC, OAC, and OAB, respectively; and f1 is the body
force per unit volume in the x1-direction.

If nj is the j-th component of the unit vector n that is normal to the plane
ABC, then one can write Aj = nj A and V = (Ah)/3, where h is the height of the
tetrahedron measured from the apex O. Equation 1.15 is simplified to

(1.16)

In the limiting case when the plane ABC passes through point O, the tetra-
hedron height h vanishes and Equation 1.16 is simplified to

(1.17)

In Equation 1.17 summation convention (repeated index means summation)
has been used.

Similarly, from the force equilibrium in x2- and x3-directions one can write 

(1.18)

FIGURE 1.6
A tetrahedron showing traction components on plane ABC and x1-direction stress components
on planes AOC, BOC, and AOB.
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12 Ultrasonic Nondestructive Evaluation

Combining Equation 1.17 and Equation 1.18, the traction-stress relation is
obtained in index notation,

(1.19a)

where the free index (i) takes values of 1, 2, and 3 to generate three equations,
and the dummy index (j) takes values of 1, 2, and 3 and is added inside each
equation. 

For simplicity the subscript n of Tni is omitted and is written as Ti. It is
implied that n is the unit normal vector to the surface, on which the traction
is defined. Equation 1.19a can be rewritten as

(1.19b)

1.1.4 Equilibrium Equations

If a body is in equilibrium, then the resultant force and moment on that body
must be equal to zero.

1.1.4.1 Force Equilibrium

The resultant forces in the x1-, x2- and x3-directions are equated to zero to
obtain the governing equilibrium equations. First, x1-direction equilibrium
is studied. Figure 1.7 shows all forces acting in the x1 direction on an ele-
mental volume.

The zero resultant force in the x1 direction gives

or
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Mechanics of Elastic Waves and Ultrasonic Nondestructive Evaluation 13

or

(1.20)

In Equation 1.20 repeated index (j) indicates summation.
Similarly, equilibrium in x2- and x3-directions gives

 (1.21)

The three equations in Equation 1.20 and Equation 1.21 can be combined in
the following form:

(1.22)

The force equilibrium equations given in Equation 1.22 are written in index
notation, where the free index (i) takes three values of 1, 2, and 3 and corre-
sponds to three equilibrium equations. The comma (,) indicates derivative. 

1.1.4.2 Moment Equilibrium

Let us now compute the resultant moment in the x3-direction (i.e., moment
about the x3-axis) for the elemental volume shown in Figure 1.8.

If we calculate the moment about an axis parallel to the x3-axis and passing
through the centroid of the elemental volume shown in Figure 1.8, then only

FIGURE 1.7
Forces acting in the x1-direction on an elemental volume.
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14 Ultrasonic Nondestructive Evaluation

four shear stresses shown on the four sides of the volume can produce
moment. Body forces in x1- and x2-directions will not produce any moment
because the resultant body force passes through the centroid of the volume.
Since the resultant moment about this axis should be zero, one can write

Ignoring the higher order terms one gets

or

s12 = s21

Similarly, by applying moment equilibrium about the other two axes one
can show that s13 = s31 and s32 = s23 . In index notation, this is simplified as

sij = sji (1.23) 

Equation 1.23 shows that the stress tensor is symmetric. It should be noted
here that if the body has internal body couple (or body moment per unit
volume), then the stress tensor would not be symmetric.

FIGURE 1.8
Forces on an element that may contribute to the moment in the x3-direction.
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Mechanics of Elastic Waves and Ultrasonic Nondestructive Evaluation 15

Because of the symmetry of the stress tensor, Equation 1.19b and Equation
1.22 can also be written in the following form:

(1.24)

1.1.5 Stress Transformation

Let us now investigate how the stress components in two Cartesian coordi-
nate systems are related.

Figure 1.9 shows an inclined plane ABC where the normal is in the x1¢-
direction, making the x2¢x3¢-plane parallel to the ABC plane. Traction T(1¢) is
acting on this plane. Three components of this traction in x1¢-, x2¢-, and x3¢-

directions are the three stress components s1¢1¢, s1¢2¢ and s1¢3¢, respectively.
Note that the first subscript indicates the plane on which the stress is acting
and the second subscript gives the stress direction.

From Equation 1.19, one can write

 (1.25)

where  is the j-th component of the unit normal vector on plane ABC
or, in other words, the direction cosines of the x1¢-axis.

FIGURE 1.9
Stress components in the x1¢ x2¢ x3¢ coordinate system.
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16 Ultrasonic Nondestructive Evaluation

Note that the dot product between T(1¢) and the unit vector n(1¢) gives the
stress component s1¢1¢; therefore,

(1.26)

Similarly, the dot product between T(1¢) and the unit vector n(2¢) gives s1¢2¢,
and the dot product between T(1¢) and the unit vector n(3¢) gives s1¢3¢. 

(1.27)

Equation 1.26 and Equation 1.27 can be written in index notation in the
following form:

 (1.28)

In Equation 1.28 the free index (m¢) can take values of 1¢, 2¢, or 3¢.
Similarly, from the traction vector T(2¢) on a plane whose normal is in the

x2¢-direction one can show

(1.29)

and from the traction vector T(3¢) on the x3¢-plane one can derive

(1.30)

Equation 1.28 through Equation 1.30 can be combined to obtain the following
equation in index notation:

Note that in the above equation i, j, m¢ and n¢ can be interchanged to obtain 

(1.31)
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Mechanics of Elastic Waves and Ultrasonic Nondestructive Evaluation 17

1.1.5.1 Kronecker Delta Symbol (ddddij) and Permutation Symbol (eeeeijk)

In index notation Kronecker delta symbol (dij) and permutation symbol (eijk).
are often used. They are defined in the following manner:

and
eijk = 1 for i, j, k having values 1, 2, 3; 2, 3, 1; or 3, 1, 2
eijk = -1 for i, j, k having values 3, 2, 1; 1, 3, 2; or 2, 1, 3
eijk = 0 for i, j, k not having three distinct values

eijk is also known as the Levi-Civita symbol or alternating symbol.

1.1.5.1.1 Examples of Application of dij and eijk

Note that:

 

 

where ei and ej are unit vectors in xi-and xj-directions, respectively, in the
x1 x2x3 coordinate system. Also note that b and c are two vectors, while [a]
is a matrix. 

One can prove that the following relation exists between these two symbols:

  

Example 1.3

Starting from the stress transformation law, prove that sm ¢n ¢ sm¢n ¢ = sij sij ,
where sm ¢n ¢ and sij  are stress tensors in two different Cartesian coordinate
systems.
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18 Ultrasonic Nondestructive Evaluation

1.1.6 Definition of Tensor

A Cartesian tensor of order (or rank) ‘r’ in ‘n’ dimensional space is a set of
nr numbers (called the elements or components of tensor) that obey the
following transformation law between two coordinate systems:

(1.32)

where tm¢n¢p¢q¢… and tijk… each has ‘r’ number of subscripts. The ‘r’ number of
direction cosines  are multiplied on the right-hand side. 

Comparing Equation 1.31 with the definition of tensor Equation 1.32, one
can conclude that the stress is a second-rank tensor. 

1.1.7 Principal Stresses and Principal Planes

Planes on which the traction vectors are normal are called principal planes.
Shear stress components on the principal planes are equal to zero. Normal
stresses on the principal planes are called principal stresses.

In Figure 1.10 let n be the unit normal vector on the principal plane ABC,
and let l be the principal stress value on this plane. The traction vector on
plane ABC can be written as

Again from Equation 1.24 we get the following:

From the above two equations one can write

(1.33)

The above equation is an eigen value problem that can be rewritten as

(1.34)

The system of homogeneous equations shown in Equations 1.33 and 1.34
gives nontrivial solution for nj when the determinant of the coefficient matrix
is zero. Thus, for nontrivial solution
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Mechanics of Elastic Waves and Ultrasonic Nondestructive Evaluation 19

or

(1.35)

In index notation, the above equation can be written as

(1.36)

In Equation 1.36, eijk is the permutation symbol that takes the values 1, -1,
or 0. If the subscripts i, j, k have three distinct values of 1, 2, and 3 (or 2, 3,
1 or 3, 1, 2), respectively then its value is 1; if the values of the subscripts
are in the opposite order of 3, 2, and 1 (or 2, 1, and 3 or, 1, 3 and 2) then eijk is
-1. If i, j, and k do not have three distinct values, then eijk = 0.

Cubic Equation 1.36 should have three roots of l. Three roots correspond
to the three principal stress values. After getting l, the unit vector components
nj can be obtained from Equation 1.34 and the constraint condition

(1.37)

FIGURE 1.10
Principal stress l on the principal plane ABC.
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20 Ultrasonic Nondestructive Evaluation

Note that for three distinct values of l, there are three n values correspond-
ing to the three principal directions.

Since the principal stress values should be independent of the starting
coordinate system, the coefficients of the cubic equation should not change
regardless whether we start from the x1x2x3 coordinate system or x1¢x2¢x3¢
coordinate system. Thus,

(1.38)

The three equations in Equation 1.38 are known as the three stress invariants.
After some algebraic manipulations the second and third stress invariants
can be further simplified and the three stress invariants can be written as

(1.39)

Example 1.4

a. Obtain the principal values and principal directions for the following
stress tensor:

  MPa

given one value of the principal stress, is 9.739 MPa.

b. Compute the stress state in x1¢ x2¢ x3¢ coordinate system. Direction co-
sines of x1 ¢ x2¢ x3 ¢ axes are given below:
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Mechanics of Elastic Waves and Ultrasonic Nondestructive Evaluation 21

SOLUTION

a. The characteristic equation is obtained from Equation 1.35.

For the given stress tensor it becomes:

The above equation can be written as

whose three roots are 

  

These are the three principal stress values.

Principal directions are obtained from Equation 1.34:

where  are direction cosines for the principal direction
associated with the principal stress (l1). 

From the above equation one can write
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22 Ultrasonic Nondestructive Evaluation

The second and third equations of the above system of three homo-
geneous equations can be solved to obtain two direction cosines in terms
of the third one, as given below:

  

Normalizing the direction cosines, as shown in Equation 1.37, we get the
following:

Similarly, for the second principal stress (l2 = 9.739) the direction cosines are

 

and for the third principal stress (l3 = 0.6435) the direction cosines are 
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Mechanics of Elastic Waves and Ultrasonic Nondestructive Evaluation 23

Thus,

MPa

1.1.8 Transformation of Displacement 
and Other Vectors

The vector V can be expressed in two coordinate systems in the following
manner (see Figure 1.11):

 (1.40)

If one adds the projections of V1, V2, and V3 of Equation 1.40 along the xj¢-
direction, then the sum should be equal to the component Vj¢. Thus,

(1.41)

Comparing Equation 1.32 and Equation 1.41, one can conclude that vectors
are first-order tensors, or tensors of rank 1.

FIGURE 1.11
A vector V and two Cartesian coordinate systems.

x2

x2�

V
x1�

x1

x3�

x3

[ ] [ ][ ][ ]
. .  .
.  .  .

 .   . .
¢ = =

- -
-

-

È

Î

Í
Í
Í

ù

û

ú
ú
ú

s sl l T

4 6033 0 8742 2 9503
0 8742 9 4682 1 6534
2 9503 1 6534 0 8650

V e V e V e V e V e V e1 1 2 2 3 3 1 1 2 2 3 3+ + = + +¢ ¢ ¢ ¢ ¢ ¢

V V V V Vj j j j j k k¢ ¢ ¢ ¢ ¢= + + =l l l l1 1 2 2 3 3

1462.book  Page 23  Monday, December 1, 2003  3:06 PM

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



24 Ultrasonic Nondestructive Evaluation

1.1.9 Strain Transformation

Equation 1.7a gives the strain expression in the x1x2x3 coordinate system. In the
x1¢x2¢x3¢ coordinate system the strain expression is given by .
Now,

  

 (1.42)

Similarly,

(1.43)

Hence,

(1.44)

It should be noted here that the strain transformation law (Equation 1.44) is
identical to the stress transformation law (Equation 1.31). Therefore, strain
is also a second-rank tensor.

1.1.10 Definition of Elastic Material and Stress-Strain Relation

Elastic or conservative material can be defined in many ways:

1. The material that has one-to-one correspondence between stress and
strain is called elastic material.

2. The material that follows the same stress-strain path during loading
and unloading is called elastic material.

3. For elastic materials, the strain energy density function (U0) exists
and it can be expressed in terms of the state of current strain only
[U0 = U0(eij)], and independent of the strain history or strain path.

If the stress-strain relation is linear, then material is called linear elastic
material; otherwise, it is nonlinear elastic material. Note that the elastic
material does not necessarily mean that the stress-strain relation is linear,
and the linear stress-strain relation does not automatically mean that the
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Mechanics of Elastic Waves and Ultrasonic Nondestructive Evaluation 25

material is elastic. If the stress-strain path is different during loading and
unloading, then the material is no longer elastic even if the path is linear
during loading and unloading. Figure 1.12 shows different stress-strain rela-
tions and indicates for each plot if the material is elastic or inelastic. 

For conservative material the external work done on the material must
be equal to the total increase in the strain energy of the material. If the
variation of the external work done on the body is denoted by dW, and the
variation of the internal strain energy, stored in the body, is dU, then dU =
dW. Note that dU can be expressed in terms of the strain energy density
variation (dU0), and dW can be expressed in terms of the applied body force
( fi), the surface traction (Ti), and the variation of displacement (dui) thus:

(1.45)

In Equation 1.45 integrals over V and S indicate volume and surface integrals,
respectively. From Equation 1.45 one can write 

FIGURE 1.12
Stress-strain relations for elastic and inelastic materials.
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26 Ultrasonic Nondestructive Evaluation

Applying Gauss’ divergence theorem on the second integral of the right-
hand side, one gets

(1.46)

After substituting the equilibrium equation (see Equation 1.24), the above
equation is simplified to

(1.47)

Since Equation 1.47 is valid for any arbitrary volume V, the integrand of the
left- and right-hand sides must be equal to each other. Hence,

(1.48)

However, from the definition of elastic materials
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For arbitrary variation of deij from Equation 1.48 and Equation 1.49 one can
write 

(1.50)
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Mechanics of Elastic Waves and Ultrasonic Nondestructive Evaluation 27

quadratic function (complete second-degree polynomial) of the strain com-
ponents as shown below: 

(1.51)

then

Substituting (Dijkl + Dklij) = Cijkl and Dij = 0 (for zero stress; if strain is also zero
then this assumption is valid), one gets the linear stress-strain relation (or
constitutive relation) in the following form:

(1.52)

In Cauchy’s approach, Equation 1.52 is obtained by relating the stress
tensor with the strain tensor. Note that Equation 1.52 is a general linear
relation between two second-order tensors. 

In the same manner, for a nonlinear (quadratic) material the stress-strain
relation will be

  (1.53)

In Equation 1.53 the first term on the right-hand side is the residual stress
(stress for zero strain), the second term is the linear term, and the third term
is the quadratic term. If one follows Green’s approach, then this nonlinear
stress-strain relation can be obtained from a cubic expression of the strain
energy density function

(1.54)

In this chapter we limit our analysis to linear materials only. Our stress-
strain relation is the one given in Equation 1.52.

Example 1.5

In the x1x2x3 coordinate system, the stress-strain relation for a general
anisotropic material is given by sij = Cijkm ekm, and in the x1¢x2¢x3¢ coordinate
system the stress-strain relation for the same material is given by si¢j¢ =
Ci¢j¢k¢m¢ ek¢m¢. 
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28 Ultrasonic Nondestructive Evaluation

a. Starting from the stress and strain transformation laws, obtain a relation
between Cijkm and Ci¢j¢k¢m¢. 

b. Is Cijkm a tensor? If yes, what is its rank?

SOLUTION

a. Using Equation 1.52 and Equation 1.31 one can write

However,

Therefore,

Similarly, starting with the equation spq = Cpqrs ers and applying stress
and strain transformation laws, one can show that Ci¢j¢k¢m¢ = �i¢p�j¢q�k¢r�m¢s
Cpqrs.

b. Clearly Cijkm satisfies the transformation law for a fourth-order tensor.
Therefore, it is a tensor of order or rank = 4.

1.1.11 Number of Independent Material Constants

In Equation 1.52 the coefficient values Cijkl depend on the material type and
are called material constants or elastic constants. Note that i, j, k, and l can
each take the three values of 1, 2, or 3. There are a total of 81 combinations
possible, but not all 81 material constants are independent. Since stress and
strain tensors are symmetric we can write

(1.55)
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Mechanics of Elastic Waves and Ultrasonic Nondestructive Evaluation 29

The above relation in Equation 1.55 reduces the number of independent
material constants from 81 to 36, and the stress-strain relation of Equation 1.52
can be written in the following form:

(1.56)

In the above expression only six stress and strain components are shown.
The other three stress and strain components are not independent because
of the symmetry of stress and strain tensors. The 6 ¥ 6 C-matrix is known
as the constitutive matrix. For elastic materials the strain energy density
function can be expressed as a function of only strain; then its double deriv-
ative will have the form

(1.57)

Similarly, 

(1.58)

In Equation 1.57 and Equation 1.58 the order or sequence of derivative has
been changed. Since the order of derivative should not change the final
results, one can conclude that Cijkl = Cklij. In other words, the C-matrix of
Equation 1.56 must be symmetric. Thus, the number of independent elastic
constants is reduced from 36 to 21 and Equation 1.56 is simplified to

(1.59)

In Equation 1.59 for simplicity we have denoted the six stress and strain
components with only one subscript (si and ei, where i varies from 1 to 6)
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30 Ultrasonic Nondestructive Evaluation

instead of traditional notation of two subscripts. The material constants have
been written with two subscripts instead of four.

1.1.12 Material Planes of Symmetry

Equation 1.59 has 21 independent elastic constants in absence of any
plane of symmetry. Such material is called general anisotropic material
or triclinic material. However, if the material response is symmetric about
a plane or an axis, then the number of independent material constants is
reduced.

1.1.12.1 One Plane of Symmetry

Let the material have only one plane of symmetry and this plane is the x1-
plane; in other words, the x2x3-plane whose normal is in the x1-direction is
the plane of symmetry. For this material, if the stress states sij

(1)  and sij
(2)  are

mirror images of each other with respect to the x1-plane, then the correspond-
ing strain states eij

(1)  and eij
(2)  should be the mirror images of each other with

respect to the same plane. Following the notations of Equation 1.59 we can
say that the stress states sij

(1) = (s1, s2, s3, s4, s5, s6) and sij
(2)  = (s1, s2, s3, s4,

-s5, -s6) are of mirror symmetry with respect to the x1-plane. Similarly, the
strain states eij

(1) = (e1, e2, e3, e4, e5, e6) and eij
(2)  = (e1, e2, e3, e4, -e5, -e6) are also

of mirror symmetry with respect to the same plane. One can easily show by
substitution that both states (sij

(1), eij
(1)) and (sij

(2), eij
(2)) can satisfy Equation

1.59 only when a number of elastic constants of the C-matrix become zero
as shown below:

(1.60)

Material with one plane of symmetry is called monoclinic material. From
the stress-strain relation (Equation 1.60) of monoclinic materials one can see
that the number of independent elastic constants is 13 for such materials. 

1.1.12.2 Two and Three Planes of Symmetry

In addition to the x1-plane, if the x2-plane is also a plane of symmetry, then
two stress and strain states that are symmetric with respect to the x2-plane
must also satisfy Equation 1.59. Note that the stress states sij

(1)  = (s1, s2, s3,
s4, s5, s6) and sij

(2)  = (s1, s2, s3, -s4, s5, -s6) are states of mirror symmetry
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Mechanics of Elastic Waves and Ultrasonic Nondestructive Evaluation 31

with respect to the x2-plane and the strain states eij
(1) = (e1, e2, e3, e4, e5, e6) and

eij
(2)  = (e1, e2, e3, -e4, e5, -e6) are states of mirror symmetry with respect to the

same plane. Like before, one can easily show by substitution that both states
(sij

(1), eij
(1)) and (sij

(2), eij
(2)) can satisfy Equation 1.59 only when a number of

elastic constants of the C-matrix become zero as shown below:

(1.61)

Equation 1.60 is the constitutive relation when the x1-plane is the plane of
symmetry, and Equation 1.61) is the constitutive relation for the x2-plane as
the plane of symmetry. when both x1- and x2-planes are planes of symmetry,
then the C-matrix has only 9 independent material constants as shown below:

(1.62)

Note that Equation 1.62 includes the case when all three planes of x1, x2, and
x3 are planes of symmetry. Therefore, when two mutually perpendicular
planes are planes of symmetry, then the third plane automatically becomes
a plane of symmetry. Materials having three planes of symmetry are called
orthotropic (or orthogonally anisotropic or orthorhombic) materials.

1.1.12.3 Three Planes of Symmetry and One Axis of Symmetry

If the material has one axis of symmetry in addition to the three planes of
symmetry, then it is called transversely isotropic (hexagonal) material. If x3-axis
is the axis of symmetry, then the material response in x1- and x2-directions
must be identical. In Equation 1.62, if we substitute e1 = e0 and all other strain
components = 0, then we get the 3 nonzero stress components, e1 = C11 e0,

. Similarly, if the strain state has only 1 nonzero compo-
nent e2 = e0, while all other strain components are 0, then the 3 normal stress
components are . Since x3-axis is an axis of
symmetry, s3 should be same for both cases; s1 for the first case should be
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32 Ultrasonic Nondestructive Evaluation

equal to the s2 for the second case, and vice versa. Thus, C13 = C23 and C11 =
C22. Then consider two more cases: (1) e23 (or e4 in Equation 1.62) = e0, while
all other strain components are 0; and (2) e31 (or e5 in Equation 1.62) = e0,
while all other strain components are 0. From Equation 1.62 one gets s4 =
C44 e 0 for case 1 and s4 = C55 e 0. Since x3-axis is the axis of symmetry, s4 and
s5 should have equal values; therefore C44 = C55. Substituting these constraint
conditions in Equation 1.62, one gets

(1.63)

In Equation 1.63 although there are 6 different material constants, only 5
are independent. Considering the isotropic deformation in the x1x2-plane,
C66 can be expressed in terms of C11 and C12 in the following manner:

(1.64)

1.1.12.4 Three Planes of Symmetry and Two or
Three Axes of Symmetry

If we now add x1 as an axis of symmetry, then following the same arguments
as before one can show that in Equation 1.63 the following three additional
constraint conditions must be satisfied: C12 = C13, C11 = C33, and C44 = C66. 

The constitutive matrix is then simplified to:

(1.65)

The addition of the third axis of symmetry does not modify the constitutive
matrix any more. If two mutually perpendicular axes are the axes of sym-
metry, then the third axis must be an axis of symmetry. These materials have
same material properties in all directions and are known as isotropic materials.
From Equation 1.65 and Equation 1.64 one can see that isotropic materials

s
s
s
s
s
s

e
e
e

e
e
e

1

2

3

4

5

6

11 12 13

11 13

33

44

44

66

1

2

3

4

5

6

0 0 0
0 0 0
0 0 0

0 0
0

2
2
2

Ï

Ì

Ô
Ô
ÔÔ

Ó

Ô
Ô
Ô
Ô

¸

ý

Ô
Ô
ÔÔ

þ

Ô
Ô
Ô
Ô

=

È

Î

Í
Í
Í
Í
Í
Í
Í
Í

ù

û

ú
ú
ú
ú
ú
ú
ú
ú

Ï

Ì

Ô
Ô
ÔÔ

Ó

Ô
Ô
Ô
Ô

¸

ý

Ô
Ô

C C C

C C

C

C

symm C

C

ÔÔÔ

þ

Ô
Ô
Ô
Ô

C
C C

66
11 12

2
=

-

s
s
s
s
s
s

e
e
e

e
e
e

1

2

3

4

5

6

11 12 12

11 12

11

66

66

66

1

2

3

4

5

6

0 0 0
0 0 0
0 0 0

0 0
0

2
2
2

Ï

Ì

Ô
Ô
ÔÔ

Ó

Ô
Ô
Ô
Ô

¸

ý

Ô
Ô
ÔÔ

þ

Ô
Ô
Ô
Ô

=

È

Î

Í
Í
Í
Í
Í
Í
Í
Í

ù

û

ú
ú
ú
ú
ú
ú
ú
ú

Ï

Ì

Ô
Ô
ÔÔ

Ó

Ô
Ô
Ô
Ô

¸

ý

Ô
Ô

C C C

C C

C

C

symm C

C

ÔÔÔ

þ

Ô
Ô
Ô
Ô

1462.book  Page 32  Monday, December 1, 2003  3:06 PM

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



Mechanics of Elastic Waves and Ultrasonic Nondestructive Evaluation 33

have only two independent material constants. This chapter will concentrate
on the analysis of the linear, elastic, isotropic materials.

Example 1.6

Consider an elastic orthotropic material for which the stress-strain rela-
tions are given by the following:

  

where Ei is the Young’s Modulus in the xi-direction, and nij and Gij rep-
resent Poission’s ratio and shear modulus, respectively, in different di-
rections for different values of i and j.

a. How many different elastic constants do you see in the above relations?

b. How many of those do you expect to be independent?

c. How many equations or constraint relations must exist among the
above material constants?

d. Do you expect Gij to be equal to Gji for i π j? Justify your answer.

e. Do you expect nij to be equal to nji for i π j Justify your answer.

f. Write down all equations (relating the material constants) that must
be satisfied.

g. If the above relations are proposed for an isotropic material, then how
many independent relations among the above material constants must
exist? Do not write down those equations. 
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34 Ultrasonic Nondestructive Evaluation

h. If the material is transversely isotropic, then how many independent
relations among the above material constants must exist? Do not write
down those equations.

SOLUTION

a. 15

b. 9

c. 6

d. Yes, because sij and eij are symmetric.

e. No, because symmetry of the constitutive matrix does not require that
nij be equal to nji.

f. 

From symmetry of the above matrix (also known as compliance matrix),

the other three constraint conditions are G12 = G21, G13 = G31, G32 = G23.
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Mechanics of Elastic Waves and Ultrasonic Nondestructive Evaluation 35

g. Constraint relations must exist because isotropic material has only 2
independent material constants.

h. Relations should exist since the transversely isotropic solid has 5
independent material constants.

1.1.13 Stress-Strain Relation for Isotropic
Materials  — Green’s Approach

Consider an isotropic material subjected to two states of strain as shown in
Figure 1.13. The state of strain for the first case is eij in the x1x2x3 coordinate
system as shown in the left figure and the strain state for the second case is
ei¢j¢ in the x1x2x3 coordinate system as shown in the right figure. Note that ei¢j¢
and eij are numerically different. The numerical values for ei¢j¢ can be obtained
from eij by transforming the strain components eij from the x1x2x3 coordinate
system to the x1¢x2¢x3¢ coordinate system as shown on the left figure of 1.13.
If the strain energy density function in the x1x2x3 coordinate system is given
by U0(eij), then the strain energy density for these two cases are U0(eij) and
U0(ei¢j¢). If the material is anisotropic, then these two values can be different
since the strain states are different. If the material is isotropic, then these two
values must be the same since, in the two figures of 1.13, identical numerical
values of strain components (ei¢j¢) are applied in two different directions. For
isotropic material equal strain values applied in two different directions
should not make any difference in computing the strain energy density. For
U0(eij) and U0(ei¢j¢) to be identical U0 must be a function of strain invariants
because strain invariants are the only parameters that do not change when
the numerical values of the strain components are changed from eij to ei¢j¢.

Three stress invariants have been defined in Equation 1.39. In the same
manner, three strain invariants can be defined as

FIGURE 1.13
Isotropic material subjected to two states of strain.
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36 Ultrasonic Nondestructive Evaluation

  (1.66)

Note that I1, I2, and I3 are linear, quadratic, and cubic functions of strain com-
ponents, respectively. To obtain linear stress-strain relation from Equation 1.50
it is clear that the strain energy density function must be a quadratic function
of strain as shown below:

  

(1.67)

In Equation 1.67 if we substitute 2C1 = l, and C2 = 2m, then the stress-strain
relation takes the following form:

  (1.68)

In Equation 1.68 coefficients l and m are known as Lame’s first and second
constants, respectively. This equation can be expressed in matrix form as in
Equation 1.65 to obtain

(1.69)

Note that the shear stress component (sij) is simply equal to the engineering
shear strain component (gij) multiplied by Lame’s second constant (m). There-
fore, Lame’s second constant is the shear modulus.

Equation 1.68 and Equation 1.69 are also known as generalized Hooke’s
law in three-dimension. The law is named after Robert Hooke, who first
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Mechanics of Elastic Waves and Ultrasonic Nondestructive Evaluation 37

proposed the linear stress-strain model. Equation 1.68 can be inverted to
obtain strain components in terms of the stress components as given
below. 

By substituting the subscript j by i one can write

 (1.70)

Substituting Equation 1.70 back into Equation 1.68 gives

  

or

(1.71)

1.1.13.1 Hooke’s Law in Terms of Young’s Modulus 
and Poission’s Ratio

In undergraduate mechanics courses, strains are expressed in terms of stress
components, Young’s modulus (E), Poission’s ratio (n), and shear modulus
(m), in the following form:

  (1.72)
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38 Ultrasonic Nondestructive Evaluation

In the above equation the relation between Young’s modulus (E), Poission’s
ratio (n), and shear modulus (m) has been incorporated. Equation 1.72 can
be expressed in index notation:

 (1.73)

Equating the right-hand sides of Equation 1.71 and Equation 1.73, Lame’s
constants can be expressed in terms of Young’s modulus and Poission’s ratio.
Similarly, the bulk modulus K =  can be expressed in terms of Lame’s
constants from Equation 1.70.

Example 1.7

For an isotropic material, obtain the bulk modulus K in terms of (a) E
and n, and (b) l and m.

SOLUTION

a. From Equation 1.70, 

Hence, 

b. From Equation 1.73,

Hence, 

Since the isotropic material has only two independent elastic constants,
any of the five commonly used elastic constants (l, m, E, n, and K) can be
expressed in terms of any other two elastic constants (see Table 1.1). 
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Mechanics of Elastic Waves and Ultrasonic Nondestructive Evaluation 39

1.1.14 Navier’s Equation of Equilibrium

Substituting the stress-strain relation (Equation 1.68) into the equilibrium
equation (Equation 1.24) one gets

(1.74)

In the vector form the above equation can be written as

(1.75)

TABLE 1.1

Relations between Different Elastic Constants for Isotropic Materials
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40 Ultrasonic Nondestructive Evaluation

Because of the vector identity , Equation 1.75 can
also be written as

(1.76)

In Equation 1.75 and Equation 1.76 the dot  is used to indicate the scalar
or dot product, and the cross (¥) is used to indicate the vector or cross
product. In index notations, the above two equations can also be written as

(1.77)

where eijk and ekmn are permutation symbols, is defined in Equation 1.36. The
equilibrium equations, expressed in terms of the displacement components
(Equations 1.75 to 1.77) are known as Navier’s equation.

Example 1.8

If a linear elastic isotropic body does not have any body force then prove
that:

a. The volumetric strain is harmonic (eii,jj = 0). 

b. The displacement field is biharmonic (ui,jfkk = 0).

SOLUTION

(a) From Equation 1.77 for zero body force one can write

Note that

and

    � = � � ◊ - � ¥ � ¥2u u u( )
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The above equation is simplified to . 

Since , the volumetric strain eii must be harmonic.

(b) Again from Equation 1.77 for zero body force one can write

From part (a),

Hence, uj,jkki = uj,jikk = 0. Substituting it into the above equation one gets

Example 1.9

Obtain the governing equation of equilibrium in terms of displacement
for a material whose stress-strain relation is given by 

where aijkl are material properties that are constants over the entire region,
and g is the residual state of stress that varies from point to point.

SOLUTION

Governing equation:
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1.1.15 Fundamental Equations of Elasticity in Other 
Coordinate Systems

All equations derived so far have been expressed in the Cartesian coordinate
system. Although the majority of elasticity problems can be solved in the
Cartesian coordinate system for some problem geometries, such as axisym-
metric problems, cylindrical and spherical coordinate systems are better
suited for defining the problem and solving it. If the equation is given in vector
form (Equations 1.75 and 1.76), then it can be used in any coordinate system
with appropriate definitions of the vector operators in that coordinate sys-
tem; when it is expressed in index notation in the Cartesian coordinate
system (Equation 1.77), then that expression cannot be used in the cylindrical
or spherical coordinatesystem. In Table 1.2 different vector operations, strain
displacement relations, and equilibrium equations are given in the three coor-
dinate systems that are shown in Figure 1.14. 

1.2 Time Dependent Problems or Dynamic Problems

In all equations derived above it is assumed that the body is in static equi-
librium. The resultant force acting on the body is equal to zero. If the body
is subjected to a nonzero resultant force, then it will have an acceleration
(time derivatives are denoted by dots over the variable), and the equilibrium
equation (Equation 1.24) will be replaced by the following governing equa-
tion of motion:

(1.78)

In the above equation r is the mass density.
Therefore, the Navier’s equation for the dynamic case takes the following

form:

(1.79)

1.2.1 Some Simple Dynamic Problems

Example 1.10 

A time-dependent normal load on the surface of an elastic half-space is
shown in Figure 1.15. Compute the displacement and stress field for this
problem geometry.

    ̇̇ui

  s rij j i if u,
˙̇+ =

  ( ) ( ) ˙̇l m m r+ � � ◊ - � ¥ � ¥ + =2 u u f u
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TABLE 1.2

Important Equations in Different Coordinate Systems (Moon and Spencer, 1965) (f 
and y are a Scalar and a Vector Function, Respectively)
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Cartesian 
Coordinate 
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SOLUTION 

Since the loading and the problem geometry are independent of x2- and
x3-coordinates, the solution should be a function of x1 only. The solution
should also be symmetric about the x1-axis, and this axis can be moved
up or down or front or back without violating the symmetry conditions;
u2 and u3 components of displacement must be equal to zero and the
solution must have only one component of displacement, u1, that will be
a function of x1 only.

Substituting f = 0 (no body force), u2 = u3 = 0, and u1 = u1(x1) in Equation 1.79
one gets

FIGURE 1.14
Cartesian (x1x2x3), cylindrical (rqz), and spherical (rbq) coordinate systems.

FIGURE 1.15
A time-dependent load p(t) is applied on the surface (x1 = 0) of an elastic half-space (x1 > 0).
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(1.80)

Equation 1.80 is a one-dimensional wave equation that has a solution of
the form

(1.81)

where

(1.82)

Note that when Equation 1.81 is substituted into Equation 1.80, both left-
and right-hand sides of Equation 1.80 become equal to

where F≤ and G≤ represent double derivatives of the functions with
respect to their arguments.

From the initial condition of the problem, one can say that at t = 0, the
displacement u1 and the velocity  must be equal to zero for all x1 > 0.
Hence, for x1 > 0:

(1.83)

(1.84)

Taking the derivative of Equation 1.83 with respect to x1 gives

(1.85)

From Equation 1.84 and Equation 1.85 one gets 
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(1.86a)

Therefore,

 

where A and B are two constants. 

Since Equation 1.83 must be satisfied for x1 > 0, constant B must be equal

to -A. In other words, if the arguments of F are negative and G is positive,

then the function values are A and -A, respectively, where A can be any

positive or negative constant. From Equation 1.81 one can see that for t

< , the argument  of function F is negative, and the argu-

ment  of function G is positive. Thus, ,

for . For , both arguments  and  are greater

than zero. Then the function G should be a constant, but the function F

is not necessarily a constant. From the initial condition we have proven

that if the argument of F is less than zero, then only F should be a

constant. Absorbing the constant value of G  into F and defining

a new function f as 

 (1.86b)

one can write the displacement field in the following manner

(1.87)
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(1.88)

The lower limit of the integral is zero since f(0) = 0, from Equation 1.87.

Combining Equations 1.87 and Equation 1.88 one gets

(1.89)

The stress field can be computed in the following manner:

(1.90)

Equation 1.89 and Equation 1.90 show that the applied stress field -p(t) at x1 = 0
takes a time t =  to propagate a distance of x1. The propagation velocity
of the disturbance is cP. This wave only generates normal or longitudinal
stress in the material, which is why this wave is known as the longitudinal
or compressional wave. Velocity of the longitudinal wave is greater than that
of the shear wave (discussed below); therefore, during an earthquake the
longitudinal wave arrives first. That wave is also known as the primary wave
or P-wave.
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One can show that if the applied stress field in Figure 1.15 is parallel to
the free surface, then the disturbance will propagate with a velocity cs = ,
and only shear stress will be generated in the material. This wave is called a
shear wave or secondary wave or S-wave. It is called secondary wave
because during an earthquake it arrives second, after the P-wave.

In an infinite space if a spherical cavity is subjected to an uniform pressure
p(t), then one can show that P-waves are generated in the elastic medium
that propagates with a velocity cP away from the cavity.

Some simple problems like the ones described above can be solved directly
from the Navier’s equation. In these problems only one component of dis-
placement is nonzero, and this nonzero displacement component is a func-
tion of only one variable. For the half-space problems, this variable is x1 and
for the spherical cavity problem it is the radial distance r. Those problems
are simplified to one-dimensional problems. 

If the applied load in Figure 1.15 does not extend to infinity in positive
and negative x2 directions, then the problem is no longer a one-dimensional
problem. For example, suppose the applied load in Figure 1.15 extends to
± a, in positive and negative x2-directions, while it extends to infinity in
the positive and negative x3-directions. The displacement field in the half-
space material will then have two components of displacement, u1 and u2,
and both of them will be functions of x1 and x2 in general. In other words,
now the problem becomes a two-dimensional problem. It is very difficult to
solve two- and three-dimensional problems directly from the Navier’s
equation. Stokes-Helmholtz decomposition of the displacement field transforms
the Navier’s governing equation of motion into simple wave equations as in
next section.

1.2.2 Stokes-Helmholtz Decomposition

If f is a scalar function and A is a vector function, then any displacement
field u can be expressed in the following manner:

(1.91)

The above decomposition is known as the Stokes-Helmholtz decomposition.
Since the above vector equation has three parameters (u1, u2, u3) on the left-
hand side and four parameters (f, A1, A2, A3) on the right-hand side, one
can define an additional relation (known as auxiliary condition or gauge
condition)

(1.92)

to obtain unique relations between u1, u2, u3 and f, A1, A2, A3.
Substituting Equation 1.91 in the Navier’s equation, in absence of a body

force, one gets

m
r

  u A= � + � ¥f

  � ◊ =A 0
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(1.93)

However, from the vector identity one can write

(1.94)

Substituting Equation 1.94 and Equation 1.92 into Equation 1.93 one gets

Sufficient conditions for the above equation to be satisfied are

or

(1.95)

The equations in Equation 1.95 are wave equations that have solutions in the
following form:

(1.96)
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50 Ultrasonic Nondestructive Evaluation

The equations in Equation 1.96 represent two waves propagating in the n
direction with the velocity of cP and cS, respectively. Note that n is the unit
vector in any direction.

When A = 0 and f = nonzero, then from the above solutions one gets

(1.97)

In Equation 1.97 the prime indicates derivative with respect to the argument.
Here the direction of the displacement vector u and the wave propagation
direction n are the same.

When A is not equal to 0 and f is 0, then from the above solutions one gets

(1.98)

Three components of displacement in the Cartesian coordinate system can
be written from Equation 1.98:

(1.99)

Clearly the dot product between n and u (given in Equation 1.99) is zero;
hence, the direction of the displacement vector u is perpendicular to the
wave propagation direction n. Displacement fields given in Equation 1.97
and Equation 1.98 correspond to P- and S-waves, respectively. 

1.2.3 Two-Dimensional In-Plane Problems

If the problem geometry is such that u1(x1, x2) and u2(x1, x2) are nonzero
and u3 is equal to zero, then the problem is called an in-plane problem.
In Figure 1.15, if the load is applied over a finite length in the x2- direction
but the region of load application is extended to infinity in the x3- direction,
then it will be an in-plane problem. From Equation 1.99 one can see that
if we substitute A1 = A2 = 0 and A3 = y then u1 and u2 components survive.
To solve two-dimensional in-plane problems in the x1x2 plane we take two
potential functions, f (x1, x2, t) and A3 = y(x1, x2, t), to get the displacement
components from Equation 1.97 and Equation 1.99 in the following form:

(1.100a)
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and the governing wave equations for this case are

(1.100b)

If the in-plane problem is defined in the x1x3-plane, then to guarantee u2 = 0
while u1 and u3 are nonzero, we need to substitute A1 = A3 = 0 and A2 = y.
In this case, the two potential functions f(x1, x3, t) and A2 = y(x1, x3, t), give
the following displacement components:

(1.101)

It should be noted here that Equation 1.100a and Equation 1.101 are similar
except for their signs. Combining Equations 1.100a and 1.68 one can write

(1.102a)

where
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52 Ultrasonic Nondestructive Evaluation

Following similar steps, from Equations 1.101 and 1.68 one gets

(1.103)

The above equations give stress and displacement components in terms
of wave potentials for elastic waves propagating in x1x2- and x1x3-planes in
an infinite isotropic solid medium in absence of any boundary. The effect of
a plane boundary on the mechanics of elastic wave propagation is investi-
gated later (Section 1.2.6).

1.2.4 P- and S-Waves

Important results presented above are summarized below.
Elastic waves in an infinite elastic solid can propagate in two different

modes: P-wave mode and S-wave mode. When an elastic wave propagates
as the P-wave, then only normal stresses (compressional or dilatational) are

generated in the solid and the wave propagation speed is cP . When

the elastic wave propagates as the S- wave, then only shear stresses are generated 

in the solid and the propagation speed is cS .

Wave potentials for these two types of waves, propagating in a three-
dimensional space in direction n, are given by Equation 1.96. If the problem
is simplified to an in-plane problem where the waves propagate in one plane
(say x1x2-plane), then the wave potentials, f and y, for these two types of
waves can be written in the following form:

(1.104)

Equation 1.104 represents waves propagating in direction n in the x1x2-
plane as shown in Figure 1.16.

Displacement and stress components can be obtained from these wave
potential expressions following Equation 1.100a and Equation 1.102. Note
that in any plane normal to the wave propagation direction n the displace-
ment and stress components are identical. In other words, every point on a
plane normal to n has the same state of motion; these planes are called
wavefronts, and the propagating P- and S-waves with plane wavefronts are
called plane waves.
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1.2.5 Harmonic Waves

If the time dependence of the wave motion is sin wt, cos wt, or  (i is the
imaginary number ), then the wave is called a harmonic wave. Any
function of time can be expressed as a superposition of harmonic functions
by the Fourier series expansion or Fourier integral technique. If we have
solutions for the harmonic time dependence, the solution for any other time
dependence can be obtained by taking the inverse Fourier transform.

Unless otherwise specified, the time dependence in the subsequent analysis
will be taken as . The advantage of this type of time dependence is that
the problem becomes much simpler. 

Equation 104 can have any expression for the functions f and y. For
harmonic time dependence , f and y must have the following forms:

(1.105)

Comparing Equation 1.105 and Equation 1.104 one can see that

(1.106a)

where kP and kS are P- and S-wave numbers, respectively. w is known as the
circular frequency (radian per second) and is related to the wave frequency
(f in hertz or Hz) in the following manner:

(1.106b)

FIGURE 1.16
Elastic waves propagating in direction n in the x1x2-plane.
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54 Ultrasonic Nondestructive Evaluation

A and B of Equation 105 are amplitudes of the wave potentials f and y,
respectively. For the time harmonic waves, the governing wave Equations 1.95
and 1.100b take the following form:

(1.107a)

Since the time dependence  appears in every term for time harmonic
motions, it is customary to ignore it while writing the expressions for poten-
tials, displacements, and stresses.

From Equation 107a:

Therefore, from Equation 1.102b and the above relation

(1.107b)

Substituting Equation 1.107b into Equation 1.102 and Equation 1.103, we get
the stress expressions for the harmonic waves in the x1x2-coordinate system:

(1.107c)

and in the x1x3-coordinate system:

(1.107d)

1.2.6 Interaction between Plane Waves and Stress-Free Plane Boundary

So far we have only talked about the elastic wave propagation in an
unbounded elastic solid. Let us now try to understand how the presence of
a stress-free surface affects the wave propagation characteristics. 
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1.2.6.1 P-Wave Incident on a Stress-Free Plane Boundary

First consider the effect of a stress-free boundary on the plane P-wave prop-
agating in the direction as shown in Figure 1.17. It will be shown here that
the reflected wave from the stress-free boundary will have two components:
a P-wave component (denoted by PP) and an S-wave component (denoted
by PS). In these notations the first letter indicates the type of wave that is
incident on the stress-free surface, and the second subscript indicates the
type of wave generated after the reflection at the surface. 

In the absence of reflected waves PP and PS, let us first investigate if only
the incident P-wave can satisfy the stress-free boundary conditions at x2 = 0.

Wave potential for the incident P-wave shown in Figure 1.17 is given by

(1.108)

where k = kPsinqP and h = kPcosqP . Amplitude of the incident wave is assumed
to be 1. From Equation 1.102c one can compute the normal and shear stress
components at the interface in the following form:

(1.109)

Clearly, s22 and s12 are not equal to zero at x2 = 0. To satisfy the stress-free
boundary conditions at x2 = 0 one needs to include two reflected waves, PP
and PS. Readers can show that inclusion of only PP waves cannot satisfy
the stress-free boundary conditions at x2 = 0.

When both PP and PS waves are considered in the reflected field, then the
total potential field (incident plus reflected) in the solid is given by

(1.110)

FIGURE 1.17
Reflection of the plane P-wave by a stress-free plane boundary.
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56 Ultrasonic Nondestructive Evaluation

Note that the f expression of the above equation has two terms. The first
term (fI) corresponds to the downward incident P-wave, and the second
term (fR) corresponds to the upward reflected P-wave. Amplitude of the
incident wave is 1, while that of the reflected P-wave is RPP , and the ampli-
tude of the reflected S-wave is RPS. Inclination angles for these three waves
are denoted by qP , gP and gS, respectively, in Figure 1.17.

From Equation 1.110 and Equation 1.102 one can compute the stress fields
at x2 = 0.

(1.111)

For stress-free surface at x2 = 0, both s22 and s12 must be zero at x2 = 0.
Substituting x2 = 0 in Equation 1.111 and equating s22 to zero one gets

(1.112)

If qP, gP and gS are independent of each other, then the only way one can
satisfy the above equation is by equating the coefficient of each of the three
terms to zero. This is not possible since the first coefficient cannot be zero
for all qP. However, if we impose the condition

(1.113)

then Equation 1.112 will be satisfied if
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Note that Equation 1.113 implies

(1.115)

Equation 1.115 is known as Snell’s law.
Then we introduce the following symbols:

(1.116)

in Equation 1.114 to obtain

(1.117)

In Equation 1.117 we have also used the relation , which is obvi-
ous from the definition of k2 (Equation 1.102b), , and  (Equation 1.106).

Similarly, satisfying s12 = 0 at x2 = 0 gives rise to the following equation:

(1.118)

Equation 1.117 and Equation 1.118 can be written in matrix form:
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Equation 1.119 is then solved for RPP and RPS:
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1.2.6.2 Summary of Plane P-Wave Reflection by a Stress-Free Surface

When a plane P-wave strikes a stress-free surface at an inclination angle qP ,
as shown in Figure 1.17, a plane P-wave (PP) and a plane S-wave (PS) are
generated as reflected waves to satisfy the stress-free boundary conditions
at the plane surface. The angle of reflection for the P-wave is the same as
the incident angle, and the angle of reflection for the S-wave is related to the
incident angle by Snell’s law (Equation 1.115). Potentials for the incident and
reflected waves can be expressed as

(1.121)

with time dependence,  is implied to appear in every expression and is
not shown explicitly. k, h and b are defined in Equation 1.116. Reflection
coefficients RPP and RPS are given in Equation 1.120.

Example 1.11

Evaluate RPP and RPS for qP = 0.

SOLUTION 

From Equation (1.116) for qP = 0, k = 0, h = kP and b = kS.

Substituting these in Equation 1.120 one gets

For normal incidence, the reflected wave does not contain any shear
wave. Incident and reflected wave potentials in this case are given by
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Example 1.12 

Compute the displacement and stress fields for a plane P-wave striking
a stress-free plane boundary at normal incidence (qP = 0).

SOLUTION 

As shown in the previous example for normal incidence of plane P-waves

Hence, from Equation 1.100a

and from Equation 1.102a

From Equation 1.107 and Equation 1.102b one can write

Substituting y = 0 and the above relation into the expressions for the
stress field one gets

Note that all stress components vanish at the boundary at x2 = 0. 
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60 Ultrasonic Nondestructive Evaluation

1.2.6.3 Shear Wave Incident on a Stress-Free Plane Boundary

Figure 1.18 shows a shear wave incident on a stress-free plane boundary at
an angle qS. Following a similar analysis as the P-wave incidence case, one
can show that for S-wave incidence the reflected wave must also contain both
S-wave and P-wave components to satisfy the stress-free boundary conditions.
The two reflected waves are denoted by SS and SP, respectively. The wave
potentials corresponding to the incident S and reflected SS and SP waves are 

(1.122)

In Equation 1.122 time dependence  is implied and

(1.123)

qS and gP satisfy Snell’s law,

(1.124)

Note that for qS = sin-1  the angle gP becomes 90∞. This angle is called the

critical angle. Since cS < cP, the critical angle has a real value. If the angle of
incidence exceeds the critical angle value, the reflected P-wave, as shown in
Figure 1.18, is not generated since gP then becomes imaginary.

Reflection coefficients RSP and RSS can be obtained by satisfying the stress-
free boundary conditions at x2 = 0.

FIGURE 1.18
Reflection of the plane S-wave by a stress-free plane boundary.
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From Equation 1.102c,

(1.125)

Since the two stress components of Equation 1.125 must be zero at x2 = 0,

The two equations above will be satisfied for all x1 if

(1.126)

Equation 1.126 can be solved for RSP and RSS to obtain

(1.127)

Example 1.13 

Evaluate RSP and RSS for qS = 0

SOLUTION 

From Equation 1.123 for qS = 0, we get k = 0, h = kP , and b = kS.
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Substituting these in Equation 1.127 one gets

For normal incidence the reflected wave does not contain any P-waves. The
incident and reflected wave potentials for this case are given by

Example 1.14 

Compute displacement and stress fields for the in-plane S-wave striking
a stress-free plane boundary at normal incidence (qS = 0).

SOLUTION

As shown in the previous example, for normal incidence of the S-wave,
the wave potentials are given by

Hence, from Equation 1.100a

and from Equation 1.102
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Substituting f = 0 in the above expressions one gets

Note that all stress components vanish at the boundary at x2 = 0.

1.2.7 Out-of-Plane or Antiplane Motion  — Shear Horizontal Wave

In earlier sections we have discussed the in-plane motion, where the dis-
placements and wave propagation directions are confined in the x1x2-plane
(see Section 1.2.3). Hence, x3-components of displacement and wave velocity
are zero. If the waves propagate in the x1x2-plane, but the particles have only
x3 component of nonzero displacement, then the wave motion is called
antiplane or out-of-plane motion. For antiplane problems u1 = u2 = 0 and u3 =
u3(x1, x2, t). 

Substituting the above displacement components into Navier’s equation
(Equation 1.79) and carrying out the dot and cross products (as given in
Table 1.2), the following equations are obtained when the body force is
absent:

(1.128)

For harmonic waves, like before, we assume  time dependence and the
above equation is simplified to

(1.129)

Note that the wave Equation 1.128 and Equation 1.129 are similar to
Equation 1.100b and Equation 1.107, respectively. The only difference is in
the definition of the unknown variable. For Equation 1.100b and
Equation 1.107 the variables are the wave potentials, and for Equation 1.128
and Equation 1.129 it is the displacement. Following similar arguments as
before one can show that Equation 1.128 gives a wave motion with velocity
cS like the shear wave. From the strain-displacement and stress-strain rela-
tions (for isotropic material) one can also show that the displacement field
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64 Ultrasonic Nondestructive Evaluation

u1 = u2 = 0 and u3 = u3(x1, x2, t) can only produce shear strain (g13 and g23) and
shear stress (s13 and s23). It should be noted here that the strain and stress
fields corresponding to the in-plane shear wave, discussed earlier, produce
nonzero shear strain (g12) and shear stress (s12). The antiplane shear wave
and in-plane shear wave have a few things in common — they propagate
with the same speed (cS) and generate only shear stress in the medium. They
also produce different components of nonzero shear stress because they have
different particle displacement or polarization directions as shown in
Figure 1.19. When a wave propagates in direction n in the x1x2-plane and
the particle displacement is in the x3-direction, then this antiplane shear wave
is called the shear horizontal (SH) wave. If the particle displacement is
normal to the wave propagation direction but lies in the same plane (in this
case the x1x2-plane), then it is called a shear vertical (SV) wave, and when
the particle displacement is parallel to the wave propagation direction, then
the wave is a P-wave. 

Note that Stokes-Helmholtz decomposition was not necessary for solving
the antiplane problem. Direct substitution of u1 = u2 = 0 and u3 = u3(x1, x2, t)
into Navier’s equation simplified it in the form of a wave equation, Equation
1.128 and Equation 1.129. Its solution for a harmonic wave is given by, as
before,

(1.130)

“A” of Equation 1.130 represents the amplitude of the wave; k and b must
satisfy the relation k2 + b2 = kS

2. In the subsequent analyses the time depen-
dence  will be implied and will not be explicitly written.

1.2.7.1 Interaction of SH-Wave and Stress-Free Plane Boundary

Let us consider a plane SH-wave of unit amplitude striking a stress-free
plane boundary at x2 = 0 at an angle qS as shown in Figure 1.20. If the reflected

FIGURE 1.19
Particle displacement directions for a P, SV, or SH wave propagating in direction n. Particle
motion for the SH-wave is in the x3-direction, denoted by a circle.
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Mechanics of Elastic Waves and Ultrasonic Nondestructive Evaluation 65

wave amplitude is R and angle of reflection is qS, then the total displacement
field is given by

(1.131)

Time dependence  is implied. k and b have been defined in Equation 1.123.
The stress field can be obtained from this displacement field:

(1.132)

at x2 = 0, s23 = 0; hence, 

The total displacement and stress fields are then given by

Note, that at the boundary, s23 is zero but s13 is not.
From the above analysis it is clear that compared to in-plane waves (P and

SV) the antiplane wave (SH) is much simpler to analyze, because no mode
conversion occurs at the reflecting surface and the reflection coefficient (R = 1)
has a much simpler expression than those given in Equation 1.120 or Equa-
tion 1.127. Also, the antiplane analysis does not require introduction of
Stokes-Helmholtz potential functions, unlike the P-SV case. Because of these

FIGURE 1.20
SH-wave reflected by a stress free boundary.
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66 Ultrasonic Nondestructive Evaluation

simplicities, antiplane problems have been academically popular, but their
practical applications are limited.

1.2.7.2 Interaction of SH-Wave and a Plane Interface

Let us consider the case where the SH-wave strikes a plane interface between
two isotropic elastic solids as shown in Figure 1.21. Material properties
(density, P-wave speed, and S-wave speed) for the two elastic solids are
denoted by ri, cPi and cSi, where i = 1 and 2 for the two materials. The
amplitudes of the incident, reflected, and transmitted waves are 1, R, and T,
respectively. The angles of incidence and reflection are denoted by q1, while
the transmission angle is q2 , as shown in Figure 1.21. 

To satisfy the displacement (u3) and stress (s23) continuity conditions across
the interface at x2 = 0 for all x1, the x1-dependence term for all three waves
must be the same. This condition gives rise to Snell’s law:

(1.133)

The displacement fields corresponding to the incident, reflected, and trans-
mitted waves then become

(1.134)

In Equation 1.134 subscripts I, R, and T correspond to incident, reflected, and
transmitted fields, respectively. Reflected and transmitted wave amplitudes are
denoted by R and T, respectively, while the incident wave amplitude is 1.

FIGURE 1.21
Reflection and transmission of the SH-wave at a plane interface.
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Note that 

(1.135)

From displacement and stress continuity at x2 = 0 one can write

(1.136)

where

(1.137)

Equation 1.136 can be solved for R and T,

(1.138a)

Note that when the two materials are identical Q = 1, R = 0, and T = 1. This
is expected since in this special case there is no interface.

For normal incidence (q1 = q2 = 0) from Equation 1.135, b1 = kS1 and b2 = kS2.
Therefore,
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1.2.8 Interaction of P- and SV-Waves with Plane Interface

These in-plane problems are more complex compared to the SH problem
analyzed in the previous section, because of the mode conversion, as one
can see below. First, the problem of P-wave incidence is solved.

1.2.8.1 P-Wave Striking an Interface

Figure 1.22 shows a plane P-wave of unit amplitude striking a plane interface
between two linear elastic isotropic solids. Both reflected and transmitted
waves have P- and SV-wave components and their amplitudes are denoted
by RPP , RPS , TPP , and TPS.

Wave potentials for these five types of waves are given by

(1.139)

where subscripts I, R, and T are used to indicate incident, reflected, and
transmitted waves, respectively, and

FIGURE 1.22
Reflected and transmitted waves near an interface for P-wave incidence.
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(1.140)

From the continuity of displacement components u1 and u2 and stress com-
ponents s12 and s22  across the interface we get

The above equations can be written in the following form:

(1.141)

In Equation 1.141 m21 = ; this equation set can be solved for RPP, RPS, TPP
and TPS.

Example 1.15

For normal P-wave incidence (qP 1 = 0 in Figure 1.22) calculate the
reflected and transmitted wave amplitudes and potential fields in the
two solids.

  

k k k k k

k

k

k

k

k
c

k
c

k
c

k
c

P P S S P P S S

P P

P P

S S

S S

P
P

P
P

S
S

S
S

= = = =

=

=

=

=

= = = =

1 1 1 1 2 2 2 2

1 1 1

2 2 2

1 1 1

2 2 2

1
1

2
2

1
1

2
2

sin sin sin sin

cos

cos

cos

cos

, , ,

q q q q

h q

h q

b q

b q

w w w w
              

    

ik R i R ikT i T

i R ikR i T ikT

k R R k R k T T k T

k k R k

PP PS PP PS

PP PS PP PS

PP PS PS PP PS PS

S PP

( )

( )

( )

( )

1

1

2 1 2

2 1 2

1 2

1 2

1 1 1
2 2

2 2 2
2 2

1 1
2 2

1

+ + = -

- + - = - -

- - +{ } = - +{ }
- -( ) + -

b b

h h

m h b m h b

m b RR k k T k TPS S PP PS{ } = - -( ){ + }m b2 2
2 2

22 2

k k

k k

k k k k k k

k k k k k k

R

R

T

T
S S

S S

PP

PS

PP

PS

b b
h h

h h m m
b m b m

1 2

1 2

1
2

1
2

2 21
2

2
2

21
2

1
2

1
2

2
2

21 2 21

2 2 2 2

2 2 2 2

-
-

- -( ) -( )
-( ) - -( )

È

Î

Í
Í
Í
Í
Í

ù

û

ú
ú
ú
ú
ú

Ï

Ì
ÔÔ

Ó
Ô
Ô

¸

ý
ÔÔ

þ
Ô
Ô

=

--

- -( )

Ï

Ì
Ô
Ô

Ó
Ô
Ô

¸

ý
Ô
Ô

þ
Ô
Ô

k

k

k kS

h
h
1

1
2

1
2

2
2

 

m
m

2

1

1462.book  Page 69  Monday, December 1, 2003  3:06 PM

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



70 Ultrasonic Nondestructive Evaluation

SOLUTION

From Equation 1.140 one can write for qP1  = 0

Equation 1.141 is simplified to

From the first and third algebraic equations of the above matrix equation
one gets RPS = TPS = 0; the remaining second and fourth equations form
a two-by-two system of equations

 

that can be easily solved to obtain

(1.142)
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Mechanics of Elastic Waves and Ultrasonic Nondestructive Evaluation 71

In Equation 1.142 Zi = ricPi is known as the acoustic impedance. Note that
when both materials are the same then RPP = 0 and TPP = 1.

For normal incidence of a plane P-wave at the interface of two materials

Example 1.16

Compute stress and displacement fields in the two solids for normal P-wave
incidence (qP1 = 0 in Figure 1.22).

SOLUTION 

Potential fields for this case are shown in the above example. From these
potential fields the displacement and stress components are obtained
using the following relations (in this case y = 0):

Hence, for solid 1
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72 Ultrasonic Nondestructive Evaluation

and for solid 2

where RPP and TPP have been defined in Equation 1.142.

Note that at the interface (x2 = 0) nonzero displacement and stress
components can be computed from the expressions given for solids 1
and 2. Substituting x2 = 0 in the expressions of the first solid one gets

If x2 = 0 is substituted in the expressions of the second solid, then we obtain

Note that u2 and s22 are continuous across the interface, but s11 is not since

k1  and k2  are different.

1.2.8.2 SV-Wave Striking an Interface

Figure 1.23 shows a plane SV-wave of unit amplitude striking a plane interface
between two linear elastic isotropic solids. Both reflected and transmitted

    

u

u ik T e

k k k T e

k k T e

P PP
ik x

S P S PP
ik x

S S PP
ik x

P

P

P

1 1

2 2 2

11
2

22 2 2
2

2
2

22
2

11 2 2
2

12 12

0

2 2

2

2 0

2 2

2 2

2 2

= =

= = -

= - +{ } = -( )
= - +{ } = -

= =

-

-

-

f

f

s m f f m

s m f f m

s mf

,

,

,

,

,

    

u ik R ik
Z Z
Z Z

ik Z
Z Z

i
Z Z

k k R
Z

Z Z

k

P PP P
P

P S PP

S

2 1 1
2 1

2 1

1 1

2 1

1

2 1

11 1 1
2

1
2

1
2

1
2

2

2 1

22 1 1

1 1
2 2

2 1
2

1
2

= - + = - +
-
+

Ï
Ì
Ó

¸
ý
þ

=
-

+
= -

+

= -( ) + = -
Ê

ËÁ
�
�̄ +

= -

{ }

( )

wr

s m
k

r w

s m 22 1
2

2

2 1

1
2

( )+ = -
+

R
Z

Z ZPP

r w

u ik T i
c

Z

Z Z

i

Z Z

k k T
Z

Z Z

P PP
P

P S PP

2 2
2

1

2

2

2 1

1

2 1

11 2 2
2

2
2

2
2

1
2

2

2 1

2 2

2
2

1
2

= - = -
+

= -
+

= -( ) = -
Ê

ËÁ
�
�̄ +

w r
r

wr

s m
k

r w

  
s m

r w
22 2 2

2 1
2

2

2 1

2
= - = -

+
k T

Z
Z ZS PP

  
=

Ê

ËÁ
�
�̄

c
c

P

S

1

1   
=

Ê

ËÁ
�
�̄

c
c

P

S

2

2

1462.book  Page 72  Monday, December 1, 2003  3:06 PM

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



Mechanics of Elastic Waves and Ultrasonic Nondestructive Evaluation 73

waves have P- and SV-wave components, and their amplitudes are denoted
by RSP, RSS, TSP and TSS.

Wave potentials for these five types of waves are as follows:

(1.143)

where subscripts I, R, and T are used to indicate incident, reflected, and
transmitted waves, respectively. k, hi and bi are defined in Equation 1.140.

From continuity of displacement components (u1 and u2) and stress com-
ponents (s12 and s22) across the interface we get

FIGURE 1.23
Reflected and transmitted waves at an interface for SV-wave incidence.
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74 Ultrasonic Nondestructive Evaluation

The above equations can be also written in the following form:

(1.144)

In Equation 1.144 m21 = ; this equation can be solved for RSP, RSS, TSP ,
and TSS .

Example 1.17 

For normal SV-wave incidence (qS1 = 0 in Figure 1.23) calculate the re-
flected and transmitted wave amplitudes and potential fields in the two
solids.

SOLUTION 

From Equation 1.140 one can write for qS1 = 0

Hence, Equation 1.144 is simplified to

From the second and fourth algebraic equations of the above matrix
equation one gets RSP = TSP = 0; the remaining first and third equations
form a two-by-two system of equations
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Mechanics of Elastic Waves and Ultrasonic Nondestructive Evaluation 75

that can be easily solved to obtain

(1.145)

In Equation 1.145 ZiS = ricSi is the acoustic impedance computed using
shear wave speed, instead of the P-wave speed. Note that when both
materials are the same RSS = 0 and TSS = 1.

Hence, for normal incidence of a plane SV-wave

Example 1.18 

Compute the stress and displacement fields in the two solids for normal
SV-wave incidence (qS1 = 0 in Figure 1.23).

SOLUTION 

Potential fields for this case are shown in the above example. From these 
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76 Ultrasonic Nondestructive Evaluation

potential fields, displacement and stress components are obtained using the 
following relations (in this case f = 0)

Hence, for solid 1

and for solid 2

 

where RSS and TSS have been defined in Equation 1.145.

Note that at the interface (x2 = 0) nonzero displacement and stress
components can be computed from the expressions given for solids 1
and 2. Substituting x2 = 0 in the expressions for solid 1 one gets
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Mechanics of Elastic Waves and Ultrasonic Nondestructive Evaluation 77

If x2 = 0 is substituted in the expressions for solid 2, then we obtain

 

Note that u1 and s12 are continuous across the interface. 

1.2.9 Rayleigh Wave in a Homogeneous Half Space

P, SV- and SH-type waves, propagate inside an elastic body and are known
as body waves. When these waves meet a free surface or an interface they
go through reflection and transmission. Some wave motions are confined
near a free surface or an interface and are called surface waves or interface
waves. The Rayleigh wave is a surface wave.

We have seen earlier that the stress-free boundary conditions at x2 = 0.
Figure 1.17 can be satisfied by the potential expressions given in Equation
1.121. Now let us try to satisfy the stress-free boundary conditions at x2 =
0 with a different set of potential expressions, as given below. If it is possible
to satisfy the appropriate boundary conditions with different potential
expressions that give different type of particle motion, one can logically
conclude that this new wave motion can exist in the half-space for that
boundary condition. The potential expressions that are tried out now are

(1.146)

Time dependence exp(-iwt) is implied. Note that as x2 increases, f and y
decay exponentially. Against the displacements and stresses associated with
these potentials are confined near the free surface at x2 = 0. Equation 1.146
represents a wave motion that propagate in the x1-direction with a velocity
c, where c = w /k. 

Substituting Equation 1.146 into the governing wave equations (Equation
1.107) one gets

(1.147)
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From Equation 1.102

Satisfying the stress-free boundary conditions at x2 = 0 one gets

 

The above equations are satisfied if

(1.148)

To have nontrivial solutions of A and B, the determinant of the coefficient
matrix must be zero

(1.149a)

Equation 1.149a can be also written as

(1.149b)

where x =  and k = . 

From Equation 1.147 h = k . Since k > 1, if x < 1, then h and
b will have real values. One can show that Equation 1.149a has only one root
between 0 and 1 (Mal and Singh, 1991). To prove it let us remove the radicals
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from Equation 1.149b and, for simplicity, introduce the variable p = 1/k to
obtain

(1.149c)

Note that f(0) = -16(1 - p2) < 0 and f(1) = 1 - 8 + 24 - 16 = 1 > 0. Equation 1.149c
is a sixth-order polynomial equation of x or a third-order polynomial equa-
tion of x2. Hence, x2 can have a maximum of three roots. Since f(x2) changes
sign between 0 and 1, it must have a minimum of 1 or a maximum of all
three roots between 0 and 1. However, f¢(0) = 24 - 16p2 > 0 and f≤ (x2) = 6x2 -
16 < 0 for x between 0 and 1. Thus, a slope of f (x 2) remains positive between
0 and 1. Equation 1.149c can have only 1 root of x2 between 0 and 1. We will
denote this root as xR and corresponding c (=xR.cS) as cR. This wave that is
confined near the free surface and has a velocity cR is called Rayleigh wave.

Example 1.19 

For an elastic solid with Poission’s ratio n = 0.25, calculate cR.

SOLUTION 

From the definitions of p, cS, cP and the relations given in Table 1.1, one
can write

(1.150)

For n = 0.25, p2 = 1/3 and Equation 1.148b becomes

Three real roots of the above equation are
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80 Ultrasonic Nondestructive Evaluation

However, only one of these three roots is less than 1, which is necessary
to have real values of h and b of Equation 1.145. Thus,

and cR = 0.91948cS.

Similar to Example 1.19, Rayleigh wave speeds for other values of the Poission’s
ratio can be computed. Two approximate equations to compute the Rayleigh wave
speed from the shear wave speed and Poission’s ratio are given below: 

(1.151a)

(1.151b)

Equations 1.151a and 1.151b are from Schmerr (1998) and Viktorov (1967),
respectively. The ratio of the Rayleigh wave speed and the shear wave speed,
computed from the exact and approximate equations for different Poission’s
ratios, are given in Table 1.3.

From Equation 1.148 one can write 

 (1.152)

Hence, the displacement field is given by

(1.153)

TABLE 1.3

Ratio of the Rayleigh Wave Speed and Shear Wave Speed for 
Different Poission’s Ratios

n 0 0.0
5

0.1
5

0.2
5

0.3
0

0.4
0

0.5
0

cR/cS (exact) 0.8
7

0.8
8

0.9
0

0.9
2

0.9
3

0.9
4

0.9
5

cR/cS

Equation 151a
0.8
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2
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5
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Mechanics of Elastic Waves and Ultrasonic Nondestructive Evaluation 81

In Equation 1.153 there is only one undetermined constant ‘A’ from which
the amplitude of the Rayleigh wave can be computed.

At the surface (x2 = 0) 

(1.154)

From Equation 1.154 it is clear that the two displacement components are
90∞ out-of-phase, because the coefficient of the exponential term of the u1
expression is imaginary while that of the u2 expression is real. After a detailed
analysis of these displacement expressions one can show [Mal and Singh,
1991] that for a propagating Rayleigh wave the particles have an elliptic
motion and the particles on the crest of the wave move opposite to the wave
propagation direction. This type of motion is called retrograde elliptic motion.

1.2.10 Love Wave

In the previous section it has been shown that the Rayleigh wave propagates
along a stress-free surface in a homogeneous solid. Let us now investigate
if such propagation of antiplane motion is possible. To study this we consider
an antiplane wave of the form

propagating in the x1-direction along the stress-free surface (at x2 = 0) of an
elastic half space. Note that the displacement field decays exponentially as
one moves away from the surface.

Shear stress s23 associated with this displacement field is given by

Note that at x2 = 0 this stress component is nonzero unless A is zero.
Therefore, the SH wave cannot propagate parallel to a stress-free surface.

Let us now consider antiplane motions in a layered half-space, as shown
in Figure 1.24.

Inside the layer of thickness h down-going and up-going SH waves are
propagating, and in the substrate an antiplane wave is propagating parallel
to the interface. The strength of this horizontally propagating wave decays
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82 Ultrasonic Nondestructive Evaluation

exponentially with x2. Displacement fields associated with these antiplane
waves can be written in the following form:

(1.155a)

In the above equation, A, B, and C are the amplitudes of the three waves,
and the superscripts 1 and 2 indicate whether the displacement is com-
puted in the layer or in the substrate. b1 and b2 are real numbers and are
defined by

(1.155b)

From the stress-free boundary condition at x2 = 0 we can write

Hence, A = B.
From displacement and stress continuity conditions at x2 = h,

FIGURE 1.24
Possible antiplane motions in a layered half-space.
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From the above two equations one gets

(1.156)

Equation 1.156 can be solved for k, and from the relation k = w/cLo the
velocity cLo of the horizontally propagating wave of Figure 1.24 can be
obtained. This wave is known as the Love wave. Note that k and cLo are
functions of the wave frequency w; in other words, this wave is dispersive.
Equation 1.156 is known as the dispersion equation and it has multiple solu-
tions for k and cLo for a given value of the frequency w. For a given frequency
w, the displacement and stress fields inside the solid are different for different
solutions of k and cLo. These displacement and stress profiles are called mode
shapes. Different modes are associated with different wave speeds. Wave
velocity of a specific mode at a certain frequency is constant, and this velocity
is known as the phase velocity.

1.2.11 Rayleigh Wave in a Layered Half-Space

Rayleigh wave propagation in an isotropic half-space has been studied in
Section 1.2.9. In Section 1.2.10, it was shown that unlike Rayleigh waves, SH-
waves cannot propagate parallel to a stress-free surface in an isotropic solid
half-space; however, a layered solid half-space can sustain SH motion (Love
wave) propagating parallel to the stress-free surface as shown in Figure 1.24.
Let us now investigate if the in-plane (P-SV) motion or the Rayleigh wave
can propagate parallel to the stress free surface in a layered half space as
shown in Figure 1.25.

In Figure 1.25 up-going and down-going P/SV-waves are shown in the
layer, and horizontally propagating in-plane wave is shown in the substrate.

FIGURE 1.25
Possible in-plane motions in a layered half-space.
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84 Ultrasonic Nondestructive Evaluation

Potential fields for these different waves are given in Equation 1.157

(1.157a)

where

(1.157b)

Subscripts 1 and 2 are used for the layer and the substrate, respectively.
Note that the potentials decay exponentially in the substrate. Relations
between the unknown coefficients a1, b1, c1, d1, b2, and d2 can be obtained
from the two boundary conditions at x2 = 0 and four interface continuity
conditions at x2 = h. These six conditions are listed below:
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where

The above six conditions give the following matrix equation:

(1.158)

where the coefficient matrix (A) is given by

Since Equation 1.158 is a system of homogeneous equations, the determinant
of the coefficient matrix [A] must vanish for nontrivial solution of the coef-
ficients, a1, b1, c1, d1, b2, and d2. The equation obtained by equating the deter-
minant of [A] to zero is called a dispersion equation, because this equation
gives the values of k as a function of frequency. From the relation k = w /cR,
velocity (cR) of the horizontally propagating wave can be obtained. Here,
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86 Ultrasonic Nondestructive Evaluation

like Love waves, the wave velocity is dependent on the frequency and
different modes propagate with different speeds. This wave is called a
generalized Rayleigh-Lamb wave in a layered solid or simply the Rayleigh wave.
Note that in the homogeneous solid the Rayleigh wave is not dispersive
(wave speed is independent of the frequency) but in a layered half-space it is.

The procedure discussed above to solve the wave propagation problem
in a layer over a half-space geometry can be generalized for the case when
the solid has more than one layer. Note, that for the 2 layers over a half-
space, the coefficient matrix (A) will have 10 ¥ 10 dimension, and for the
n-layers over a half-space case the dimension of this matrix will be (4n + 2) ¥
(4n + 2).

1.2.12 Plate Waves

So far we have studied the mechanics of elastic wave propagation in a homo-
geneous or layered half-space and a homogeneous full space. Wave propa-
gation in a plate with two stress-free surfaces is considered in this section.
For simplicity, the antiplane (SH) problem will be studied first and then the
in-plane (P/SV) problem will be considered.

1.2.12.1 Antiplane Waves in a Plate

Figure 1.26 shows possible SH motions in a plate with two stress-free bound-
aries.

The displacement field in the plate is taken as

(1.159)

From the two stress-free boundary conditions at x2 = ±h,

(1.160)

From Equation 1.160 one can write 

(1.161)

For nontrivial solutions of A and B, the determinant of the coefficient matrix
must vanish. 
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Hence,

(1.162)

k can be computed from the above equation. Clearly, k will be different for
different values of m. Let us denote the solution by km.

(1.163)

Note that cm is a function of w, making these waves dispersive; however,
for m = 0, cm = c0 = cS. Thus, the 0-th order mode (m = 0) is not dispersive,
but the higher-order modes (m = 1, 2, 3, …) are (see Figure 1.27). 

1.2.12.1.1 Mode Shapes

Let us now compute mode shapes for m = 0, 1, 2, 3, … etc.
For m = 0, km = kS; hence, b = 0, and from Equation 1.161 A = B. Then from

Equation 1.159 the displacement field becomes

FIGURE 1.26
Possible SH motions in a plate.
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Clearly the displacement field is independent of x2. Superscript “0” indicates
0-th order mode.

In the same manner for m = 1

From Equation 1.161

Substituting it in Equation 1.159, 

For m = 2

From Equation 1.161

FIGURE 1.27
Dispersion curves for antiplane plate waves.
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Substituting it in Equation 1.159

In this manner x2-dependence of the displacement field alternately becomes
sine and cosine. Displacement field variation in the x2-direction is known as
the mode shape. Different mode shapes for this problem are plotted in
Figure 1.28. Symmetric and antisymmetric modes, relative to the central
plane of the plate, are denoted by S and A, respectively. Right and left arrows
are used to indicate positive and negative directions of the displacement
field, respectively.

1.2.12.2 In-plane Waves in a Plate (Lamb Waves)

Figure 1.29 shows possible in-plane (P/SV) motions in a plate with two
stress- free boundaries.

P- and SV-wave potentials in the plate are given by

FIGURE 1.28
Mode shapes for different antiplane plate wave modes.

FIGURE 1.29
Possible in-plane motions in a plate.
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90 Ultrasonic Nondestructive Evaluation

(1.164)

From the stress free boundary conditions at x2 = ±h,

(1.165)

where

From Equation 1.165 one can write

(1.166)
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For nontrivial solutions of a, b, c, and d, determinant of the above 4 ¥ 4
coefficient matrix must vanish. The equation obtained by equating the deter-
minant of the above matrix to zero is called the dispersion equation because
k, as a function of frequency, is obtained from this equation. Like the anti-
plane problem, multiple values of k are also obtained for a given frequency
in this case. These multiple values (km) correspond to multiple modes of
wave propagation. The wave speed cL is obtained from km from the relation
cL = w /km. This wave is called the Lamb wave. Since km is dispersive, corre-
sponding wave speed (cL) is also dispersive (varies with frequency).

1.2.12.2.1 Symmetric and Antisymmetric Modes

The above analysis can be simplified significantly by decomposing the problem
into symmetric and antisymmetric problems. To this aim, wave potentials
in the plate are written in the following manner, instead of Equation 1.164:

(1.167)

From the stress-free boundary conditions at x2 = ±h,

(1.168)
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92 Ultrasonic Nondestructive Evaluation

Adding the first two equations of Equation 1.168 and subtracting the fourth
equation from the third we get the following two equations:

(1.169a)

Adding the last two equations Equation 1.168 and subtracting the second
equation from the first one gets the following:

(1.169b)

From Equation 1.168a one can write that for nontrivial solutions of B and C,
the determinant of the coefficient matrix must vanish:

(1.170a)

Similarly, from Equation 1.169b, for nontrivial solutions of A and D, the
determinant of the coefficient matrix must vanish

(1.170b)

If A and D = 0, but B and C do not, then Equation 1.170a must be satisfied
and the potential field is given by
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Therefore, the displacement field is

Note that u1 is an even function of x2 , while u2 is an odd function of x2.
Therefore, in this case the displacement field will be symmetric about the
central plane (x2 = 0) of the plate. That is why these modes are called
symmetric or extensional modes. 

If B and C vanish, but A and D do not, then Equation 1.170b must be
satisfied. In this case, u1 will be an odd function of x2, while u2 will be an
even function of x2. The displacement field will be antisymmetric about the
central plane (x2 = 0) of the plate. These modes are known as antisymmetric
or flexural modes.

Deformation of the plate for symmetric and antisymmetric modes of wave
propagation is shown in Figure 1.30. 

Equation 1.170a and Equation 1.170b are rather complex and have multiple
solutions for k that can be obtained numerically. From the multiple k values
the Lamb wave speed cL (= w/k) for different symmetric and antisymmetric
modes of wave propagation can be obtained.

Let us investigate the dispersion Equation 1.170a and Equation 1.170b more
closely for some special cases. For example, at low frequency, since h and b
are small,

FIGURE 1.30
Deformation of the plate and particle movement directions for symmetric (top) and antisym-
metric (bottom) modes of wave propagation.
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94 Ultrasonic Nondestructive Evaluation

Substituting it in Equation 1.170a, one gets for low frequency:

(1.171)

Equation 1.170b can be solved by the perturbation technique (Bland, 1988;
Mal and Singh, 1991) for small frequency to obtain

(1.172)

Thus, at zero frequency, the phase velocity of the symmetric mode has a
finite value (given in Equation 1.171), but that of the antisymmetric mode is
zero. These modes are called fundamental symmetric and antisymmetric
modes and are denoted by the symbols S0 and A0, respectively. At high
frequencies, all modes have the Rayleigh wave speed, as shown below. 

For high frequency, we have tanh(hh) ª tanh(bh) ª 1. Substituting it in
Equation 1.170a and Equation 1.170b one gets

The above equation is identical to the Rayleigh wave equation Equation 1.149a;
its solution will give the Rayleigh wave speed. At high frequencies, Lamb
modes attain Rayleigh wave speed.

Although Equation 1.170a and Equation 1.170b have only one solution
each at low frequency, as the signal frequency increases the equations give
multiple solutions. Typical plots of the variation of cL as a function of fre-
quency for an isotropic plate are shown in Figure 1.31.

1.2.13 Phase Velocity and Group Velocity

In Figure 1.27 and Figure 1.31 we see that the wave speeds are a function of
frequency. If any mode of the wave propagates with a single frequency
(monochromatic wave), then its velocity can be computed from the disper-
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Mechanics of Elastic Waves and Ultrasonic Nondestructive Evaluation 95

sion curves like the ones in these figures. This velocity is called phase velocity.
The schematic of the monochromatic wave velocity or phase velocity is
shown in the top two plots of Figure 1.32.

In Figure 1.32, two waves, (1 and 2, top two plots) have slightly different
frequencies and phase velocities. Wave 2 has a slightly higher frequency and
phase velocity when compared with wave 1. A similar phase velocity–frequency
relation (velocity increasing with frequency) is observed for the A0 mode in
Figure 1.31. If both waves exist simultaneously, then their total response will
be as shown in the third and fourth plots of Figure 1.32. The third plot is
obtained by simply adding the top two plots. The fourth plot is the same as
the third plot; the only difference is that it is plotted in a different scale
covering a wider range of x (0 to 15). The fourth plot clearly shows how two
waves interfere constructively and destructively to form several groups or
packets of waves separated by null regions. In this figure, the continuous
lines show the displacement variations as functions of x at time t = 0, and
dotted lines show the displacements at time t (slightly greater than 0). Prop-
agation of these waves is evident in the figure. If the dotted lines are plotted
at time t = 1, then the shift of the peak position represents the phase velocity
and is denoted by cph in the figure. Similarly, the shift in the null position or
the peak position of the modulation envelope of the summation of these two
waves is the velocity of the envelope; this is called the group velocity and it
is denoted by cg in the bottom plot of Figure 1.32. The relation between the
phase velocity and the group velocity is derived below.

Mathematical representations of two waves of different frequency and
phase velocity are

(1.173a)

FIGURE 1.31
Dispersion curves for Lamb wave propagation in a plate.
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96 Ultrasonic Nondestructive Evaluation

where the subscript i can take any value of 1, 2, or 3 and the superscript 1
and 2 of u correspond to the first and second waves, respectively. Phase
velocities for these two waves are

(1.173b)

Superposition of these two waves gives

(1.174)

FIGURE 1.32
Propagation of elastic waves of single frequency (top two figures) and multiple frequencies
(bottom two figures). Wave motions are shown at time 0 (continuous line) and t (dotted line).
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where

(1.175)

From Equation 1.174 and Equation 1.175,

(1.176)

Note that the cosine term shows how the modulation envelope is depen-
dent on x and t. The above analysis shows that when two waves of slightly
different wave number and frequency are superimposed, the resultant wave
has the average wave number and frequency and is amplitude modulated.
The velocity of the amplitude envelope is the group velocity, and is given by

(1.177a)

If the two waves that are superimposed have very close frequency and
wave number,

then

and we can say that the wave formed by adding the two waves propagates
with the same frequency (w) and wave number (k) as its individual compo-
nents. However, the envelope or group formed in between two successive
nulls of the amplitude modulation curve travels with a velocity cg where 

(1.177b)
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The concept of group velocity is important because energy travels from
one point to another in a solid with this velocity. This concept is illustrated
in Figure 1.33.

Let a time dependent force P(t) generate a finite pulse A as shown in
Figure 1.33. This pulse can be assumed to be a superposition of a number
of waves of different frequencies. Each of these waves can be assumed to
exist in the region -� < x < +�. When all these waves are added, then a
finite pulse like the one shown in Figure 1.33 is generated. This concept is
similar to the Fourier series summation concept. Thus, the pulse A of
Figure 1.33 is a group of waves and should travel with the group velocity
(cg). After a time t, the entire pulse will move to position B at a distance of t.cg. 

1.2.14 Point Source Excitation

So far we have discussed possible wave motions in solids of different geometry
— infinite solid, half space, plate, etc. Except for some simple cases such as
the one in Figure 1.15, we did not talk about how the waves are generated. In
this section we will consider the source into our analysis and will calculate
the wave motion in a solid due to a point source excitation. The derivation
given in Mal and Singh (1991) for solid full space is followed here.

Let the concentrated time harmonic force Pd(x)e-iwt act at the origin of a
solid full space. Where P is the force vector acting at the origin, d(x) is the
three-dimensional delta function that is zero everywhere except at the origin,
where it is infinity. When the volume encloses the origin the volume integral
of the delta function is 1. Without the loss of generality we can say that for
this harmonic excitation the displacement field will also have the form u =
u(x)e-iwt. In the presence of a body force, which in this case is a concentrated
force at the origin, Navier’s equation Equation 1.79 takes the form

(1.178)

To solve the above inhomogeneous equation d(x) is represented in the
following form:

FIGURE 1.33
Finite pulse propagating with a speed equal to the group velocity.
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(1.179)

where r = |x| is the radial distance from the origin. To prove Equation 1.179,
let us consider a function

where C is a constant. Then one can easily show that

Further, by the divergence theorem,

If C = -1/(4p), then the above volume integral becomes 1. Hence, �2  is

zero for x π 0 and its volume integral is 1. So it must be the three-dimensional
delta function, as given in Equation 1.179.

Using the vector identity one can write

Therefore, the equation of motion (1.178) can be rewritten as

(1.180)

Let us now express u in terms of two scalar functions, f and y, in the
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(1.181)

Then,

and Equation 1.180 becomes

(1.182)

The above equation is satisfied if f and y are the solutions of the following
inhomogeneous Helmholtz equations:

(1.183)

One can easily show that the particular solutions of Equation 1.183 that are
finite at r = 0 are

(1.184)

From Equation 1.184 and Equation 1.181 the displacement field can be writ-
ten as

(1.185)

or, in index notation,
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Mechanics of Elastic Waves and Ultrasonic Nondestructive Evaluation 101

(1.186)

where Gij(x; 0)exp(-iwt) is the i-th component of the displacement produced
at x by a concentrated force exp(-iwt) acting at the origin in the j-th direction.
Gij is known as the steady-state Green’s tensor or, in simple words, Green’s
function for the infinite isotropic solid.

If the force acts in the j-th direction at y, then the displacement component
in the i-th direction is denoted by Gij(x;y) and is obtained by replacing r by
|x - y|. Green’s tensor in this case is given by Mal and Singh (1991):

(1.187a)

where

(1.187b)

If r is large compared to the wavelength, then kPr and kSr are large. An
approximate expression for Gij(x;y) can be obtained by retaining only the
terms containing (kPr)-1 and (kSr)-1 but ignoring all higher order terms. Thus,
in the far field,

(1.188)

and the displacement vector in the far field is given by

(1.189)
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102 Ultrasonic Nondestructive Evaluation

1.2.15 Wave Propagation in Fluid

Since perfect fluid does not have any shear stress, the wave propagation
analysis in a perfect fluid medium is much simpler and can be considered
as a special case of that in the solid. In this book, unless otherwise specified,
the fluid is assumed to be perfect fluid. The constitutive relation for a solid
(Equation 1.68) can be specialized for the fluid case by substituting the shear
modulus m = 0. 

(1.190)

Since fluid can only sustain hydrostatic pressure p, the stress field in a fluid
is given by

(1.191)

and all shear stress components are zero. The constitutive relation is then
simplified to

(1.192)

The governing equations of motion (Equation 1.78) can be specialized in the
same manner:

(1.193)

Hence,

(1.194)
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Mechanics of Elastic Waves and Ultrasonic Nondestructive Evaluation 103

where

(1.195)

In absence of any body force, the above governing equation is simplified to
the wave equation or Helmholtz equation

(1.196)

Its solution is given by

(1.197)

It represents a wave propagating in n direction with a velocity cf . Note
that this wave produces only normal stress like the P-wave in a solid, and its
velocity cf can be obtained from the P-wave speed expression (Equation 1.82)
by substituting m = 0. This wave is the compressional wave or P-wave in the
fluid. The S-wave cannot be generated in a perfect fluid.

For harmonic time dependence (e-iwt) and two-dimensional problems like
before, p can be expressed as p(x1, x2, t) = p(x1, x2)e

-iwt. The governing wave
equation is simplified to 

(1.198)

where kf (=w/cf) is the wave number. The solution of Equation 1.198 is given
by

(1.199)

where

(1.200)

Because of the plane wavefront, the wave defined by Equation 1.199 is called
the plane wave.
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104 Ultrasonic Nondestructive Evaluation

1.2.15.1 Relation between Pressure and Velocity

In absence of any body force Equation 1.193 can be written as

Let us take the dot product on both sides of the equation with n, where n
is some unit vector

(1.201)

Note that

Hence,

(1.202)

1.2.15.2 Reflection and Transmission of Plane Waves 
at the Fluid-Fluid Interface

Let us now investigate how plane waves in a fluid are reflected and trans-
mitted at an interface between two fluids. Figure 1.34 shows a plane wave
pi of magnitude 1, incident at the interface between two fluids. Reflected and
transmitted waves are denoted by pR and pT, respectively. Amplitudes of pR
and pT are R and T, respectively (see Figure 1.34). Shear waves cannot be
present in a fluid medium reflected and transmitted waves can only have a
compressional wave or P-wave as shown in the figure.

Pressure fields corresponding to the incident, reflected, and transmitted
waves are given by

(1.203)
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Mechanics of Elastic Waves and Ultrasonic Nondestructive Evaluation 105

where

(1.204)

Since the pressure must be continuous across the interface.

(1.205)

The second continuity condition that must be satisfied across the interface
is the continuity of displacement or its derivative (velocity) normal to the
interface. From Equation 1.202 one can therefore write

(1.206)

FIGURE 1.34
Incident, reflected and transmitted waves at a fluid-fluid interface
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106 Ultrasonic Nondestructive Evaluation

Equation 1.205 and Equation 1.206 can be written in matrix form:

(1.207)

Equation 1.206 gives

Hence,

(1.208)

1.2.15.3 Plane Wave Potential in a Fluid 

So far plane waves in a fluid have been expressed in terms of the fluid
pressure p as given in Equations 1.197, 1.199, and 1.203. Plane waves in a
solid were expressed in terms of P- and S-wave potentials. Since the elastic
wave in a fluid is the P-wave, one can express the bulk wave in the fluid in
terms of the P-wave potential f also, as shown below: 

(1.209)

The above equation is identical for the P-wave propagation in a solid
medium.
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Mechanics of Elastic Waves and Ultrasonic Nondestructive Evaluation 107

For two-dimensional time harmonic problems (time dependence e-iwt is
implied) the wave potential, displacement, and stress fields in thex1x2 coor-
dinate system are given by

(1.210)

In terms of the P-wave potential, the incident, reflected, and transmitted
waves shown in Figure 1.34 can be expressed as

(1.211)

where k and hj have been defined in Equation 1.204; it is assumed here that
the incident wave amplitude is 1, while the reflected and transmitted wave
amplitudes are R and T, respectively.

From continuity of normal displacement (u2) and normal stress (s22) across
the interface at x2 = 0 one can write

(1.212)

The above two equations can be written in matrix form

(1.213)
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108 Ultrasonic Nondestructive Evaluation

From Equation 1.213 one gets

(1.214a)

R defined in Equations 1.208 and 1.214a are identical, but T has slightly
different expressions. The reason is that in one case the wave expressions
are given in terms of pressure and in another case it is in terms of potentials.
The pressure-potential relation is given in Equation 1.210.

Example 1.20 

Obtain Equation 1.208 from Equation 1.214a.

SOLUTION 

From Equation 1.210 p = rw2f

Hence,

Thus,

(1.214b)

These expressions are identical to the ones given in Equation 1.208.
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Mechanics of Elastic Waves and Ultrasonic Nondestructive Evaluation 109

Since the expressions of R are identical in the two cases, it is not necessary
to specifically state if the reflection coefficient R is defined for fluid pressure
or fluid potential. However, this is not the case for the transmission coeffi-
cient T, and one should use different symbols for the transmission coefficients
for fluid pressure and fluid potential. Similar to the solid material, R and T
without any subscript will be used to indicate reflection and transmission
coefficients for fluid potentials, and the symbol Tp will be used to indicate
transmission coefficient for fluid pressure. The relation between Tp and T is

(1.215)

Note that for normal incidence

1.2.15.4 Point Source in a Fluid

Let us analyze the wave propagation problem in a fluid when the waves are
generated by a point source as shown in Figure 1.35. These concentrated
pressure sources produce elastic waves with a spherical wavefront and are
known as spherical waves.

If the time dependence of the point source is f(t), then the governing
equation of motion Equation 1.194 can be written as

(1.216)

where the three-dimensional delta function d(x - 0) is zero at all points except
at the origin. Because of the axisymmetric nature of the source it will generate
an axisymmetric wave in the fluid. Since there is no body force in the fluid
in the region that excludes the origin, the governing equation of motion in
the fluid (excluding the origin) is

The problem is axisymmetric and its solution should be axisymmetric. In
other words, p should be independent of angles q and b of the spherical
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110 Ultrasonic Nondestructive Evaluation

coordinates and be a function of the radial distance r and time t only. For
this special case the above governing equation is simplified to 

(1.217)

If we let p =  P(r, t)/r, then the above equation is simplified to

(1.218)

That has a solution in the form

where P1 and P2 represent waves traveling in outward and inward directions,
respectively. From physical considerations we cannot have an inward-
propagating wave. The acceptable solution is

It can be shown that the function P1 has the following form (Schmerr, 1998):

The final solution of Equation 1.216 is

FIGURE 1.35
A point source at the origin generat-
ing spherical wave in a fluid.
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(1.219)

If f(t) is a delta function, then the governing equation and its solution are
given by

 (1.220)

(1.221)

The Fourier transforms of Equation 1.220 and Equation 1.221 give

(1.222)

where G is the Fourier transform of p.
For harmonic excitation f(t) = e-iwt we can assume that the pressure field is

also harmonic p(r, t) = G(r)e-iwt. The equation of motion (Equation 1.215) becomes

(1.223)

Comparing Equation 1.222 and Equation 1.223, one gets the solution for the
harmonic case 

(1.224)

where kf = w/cf .

1.2.16 Reflection and Transmission of Plane Waves 
at a Fluid–Solid Interface 

Figure 1.36 shows a plane P-wave of amplitude 1 striking an interface
between a fluid half-space (density = rf ; P-wave speed = cf) and a solid half-
space (density = rS; P-wave speed = cP ; S-wave speed = cS). Reflected and
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112 Ultrasonic Nondestructive Evaluation

transmitted wave directions in fluid and solid media are shown in the fig-
ure.The wave potentials in fluid and solid are

(1.225)

where

(1.226)

FIGURE 1.36
Incident, reflected, and transmitted waves near an interface between fluid (x2 ≥ 0) and solid
(x2 £ 0) half-spaces.
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Mechanics of Elastic Waves and Ultrasonic Nondestructive Evaluation 113

All waves have been expressed in terms of their potentials in Equation 1.225.
From continuity of normal displacement (u2) and stresses (s22 and s12) across
the interface (at x2 = 0) one gets

(1.227)

The above equations can be written in matrix form:

(1.228a)

Equation 1.228a can be solved to obtain R, TP , and TS as shown below.
From the third equation in Equation 1.228a we get the following:

Substituting this relation in the first two equations of Equation 1.228a, and
after some simplification, one gets

(1.228b)
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114 Ultrasonic Nondestructive Evaluation

Subtracting the first equation from the second equation of Equation 1.228b
it is possible to obtain

or

(1.228c)

Substituting the above expression of TP into the first equation of Equation
1.228b one gets
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(1.228d)

Substituting Equation 1.228c into the third equation of Equation 1.228a we get

 (1.228e)

The above equations (1.228 c, d, and e) can be expressed in terms of the
angles of incidence and transmission as shown below.

From Equation 1.226 one can write

(1.228f)

Substituting the above relations into Equation 1.228d we get
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or

(1.228g)

where

(1.228h)

Similarly, from Equation 1.228c we get
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(1.228i)

and from Equation 1.228e we get

or

(1.228j)

If the x2-axis is defined as positive downward, then one can prove that the
sign of TS should change, but the signs of R and TP remain unchanged.

Example 1.21

In Figure 1.36, suppose the incident and reflected fields in fluid are
defined in terms of the fluid pressure instead of the P-wave potential,

    

T

c
c

c
c

c
c

c
cP

P S

f

S P

f f
S

S

P
P S P

P S

f

=
+ ◊

Ï
Ì
Ó

¸
ý
þ

+
=

+

2 2

2 2 2

2 2
1 2

1 2
2

2

2 2 2 2

1 2

2 1

cos cos

cos
cos sin sin cos

cos cos
( )

q q

r q
r

q q q q

q q
D D

  

T

k
k

k
k

k
k

S

S

S

S

f S

S S

S

S

f

=

-
Ê
ËÁ

�
�̄ +

Ï
Ì
Ô

ÓÔ

¸
ý
Ô

þÔ
+

4

2
1

4

2

2

2

2 2

4

h

r
r

h b h
h

    

=

◊

+ ◊
Ï
Ì
ÓÔ

¸
ý
þÔ

+

4

2 2 2

1 1
2

2
2

2

2 2 2
2

1

k k

k

c

c

c

c

S S

S

S

f
S

S

P
P S

f P

P

sin cos

cos sin sin
cos

cos

q q

r
r

q q q
q

q

T

c
c

c
c

c
c

c
c

c
c c

S

S P

P

P

f

S P

f f
S

S

P
P S P

S P

P f

=
+ ◊

Ï
Ì
Ó

¸
ý
þ

+

=
◊

+

2 2

2 2 2

2 2

2
2

2
1

1 2
2

2

2 2 2 2

2
2 1

2 1

sin cos

cos
cos sin sin cos

sin cos
( )

q q

r q
r

q q q q

q q
D D

1462.book  Page 117  Monday, December 1, 2003  3:06 PM

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



118 Ultrasonic Nondestructive Evaluation

while the P- and S-waves in solid are defined in terms of the wave
potentials. Obtain the reflection and transmission coefficients.

SOLUTION 

The incident, reflected, and transmitted waves shown in Figure 1.36 are
written in the following form:

(1.228k)

We would like to express R*, TP
*, and TS

* in terms of R, TP , and TS .

Using Equation 1.210, it is possible to write from Equation 1.225

(1.228l)

Therefore, for unit amplitude of the incident pressure field the reflected
and transmitted fields are modified in the following manner:
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(1.228n)

R, TP , and TS  expressions are given in Equations 1.228c to j.

1.2.17 Reflection and Transmission of Plane Waves by a Solid Plate 
Immersed in a Fluid

Figure 1.37 shows an acoustic pressure wave of amplitude 1 striking the top
surface of a solid plate of thickness h immersed in a fluid. The solid plate
divides the fluid space into two half-spaces. The top half-space contains the
incident and reflected waves, while the bottom half-space contains the trans-
mitted wave. The solid plate will have P- and S-waves generated in it. P- and
S-wave potentials are denoted by f and y, respectively. Subscripts U and D
are used to denote upward and downward wave potentials, respectively.

Since the fluid properties are the same in the top and bottom-half spaces,
the incident, reflected, and transmitted wave angles in the fluid are equal

FIGURE 1.37
Incident, reflected, and transmitted pressure waves in fluid half-spaces separated by a solid
plate containing upward and downward P- and S-waves.
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120 Ultrasonic Nondestructive Evaluation

(q). The angles corresponding to the P- and S-waves in the solid plate are
denoted by qP and qS, respectively.

As mentioned earlier, elastic waves in fluid can be mathematically
expressed in terms of the pressure field or the potential field. In the previous
section we have expressed it in terms of the potential field. Here we will
express it in terms of the pressure field. Waves in the solid will be expressed
in terms of the potential field. The seven waves shown by seven arrows in
Figure 1.37 can be expressed in the following manner:

(1.229)

where

(1.230)

From Equation 1.210 one can write 

u2 = 

and s22 = -p.
From continuity of normal displacement (u2) and stresses (s22 and s12)

across the interface (at x2 = 0)
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(1.2m31a)

and from continuity of normal displacement (u2) and stresses (s22 and s12)
across the interface (at x2 = h) one gets

(1.231b)

In Equation 1.231 m  is the shear modulus of the solid and

(1.232)

The six equations given in Equation 1.231a and Equation 1.231b can be written
in matrix form:

(1.233a)
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(1.233b)

Equation 1.233a can be solved for unknowns R, T, etc.
If the x2-axis in Figure 1.37 is defined as positive downward, then [A]

matrix and {b} vector of Equation 1.233a can be written in the following form
after using the relations given in Equation 1.230:

(1.233c)
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1.2.18 Elastic Properties of Different Materials 

The elastic wave speed and density of a number of materials are given in
Table 1.4. These values have been collected from a number of references given
in the reference list and from other sources. Three wave speeds — P-wave
speed (cP), shear wave speed (cS), Rayleigh wave speed (cR) and density (r) —
are given for some materials. For other materials some information  — shear
wave speed, Rayleigh wave speed, or density — is missing.

1.3 Concluding Remarks

In this chapter a brief review of the fundamentals of the mechanics of elastic
wave propagation in solid and fluid media are given, starting with the
derivation of basic equations of the theory of elasticity and continuum
mechanics. This is an important part of this book. The author’s intention is
not to devote the entire book to developing the theory of elastic wave
propagation, but to include other advanced topics on the theory and appli-
cation of ultrasonic nondestructive evaluation as done in the subsequent
chapters. Only the basic and important topics on elastic waves related to
ultrasonic NDE are covered in Chapter 1. 

Elastic wave propagation in isotropic solids and fluids without material
attenuation is discussed in detail in this chapter. Materials of this chapter
can be covered in a graduate-level first course on elastic wave propagation.
Some of the more advanced topics are covered in the following chapters of
this book and in other books and papers listed in the references section. These
include 

1. Elastic wave propagation in multilayered anisotropic plates and
pipes with and without material attenuation

2. Ultrasonic fields generated by sources of finite dimension 
3. Nonlinear ultrasonics
4. Laser-ultrasonic techniques
5. Electro magnetic acoustics 
6. Structural health monitoring by embedded ultrasonic sensors and

actuators
7. Brillouin scattering
8. Acoustic microscopy
9. Ultrasonic characterization of biological materials and its clinical

applications
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124 Ultrasonic Nondestructive Evaluation

TABLE 1.4

Elastic Wave Speeds (P-Wave Speed [cP ], S-Wave Speed [cS ], Rayleigh Wave Speed 
[cR ]), and Density (r) of Different Materials

Material cP (km/sec) cS [cR] (km/sec) r (g/cm)

Acetate, butyl (n) 1.27 0.871
Acetate, ethyl 1.18 0.900
Acetate, methyl (C3H6O2) 1.15-1.21 0.928-0.934
Acetate, propyl 1.18 0.891
Acetone (C3H6O) 1.17 0.790
Acetonyl acetone (C6H10O2) 1.40 0.729
Acrylic resin 2.67 1.12 1.18
Air (0∞C) 0.33 0.0004
Air (20∞C) 0.34
Air (100∞C) 0.39
Air (500∞C) 0.55
Alcohol, butyl (C4H10O) 1.24 0.810
Alcohol, ethyl 1.18 0.789
Alcohol, methyl 1.12 0.792
Alcohol, propyl (i) 1.17 0.786
Alcohol, propyl (n) 1.22 0.804
Alcohol, t-Amyl (C5H12O) 1.20 0.810
Alcohol vapor (0∞C) 0.231
Alumina 10.82 6.16 [5.68] 3.97
Aluminum 6.25-6.5 3.04-3.13 [2.84-2.95] 2.70-2.80
Ammonia 0.42
Analine (C6H5NH2) 1.69 1.02
Argon 0.319 0.00178
Argon, liquid (-186∞C to –189∞C) 0.837-0.863 1.404-1.424
Bakelite 1.59 1.40
Barium titanate 4.00 6.02
Benzene (C6H6) 1.30 0.87
Benzol 1.33 0.878
Benzol, ethyl 1.34 0.868
Beryllium 12.7-12.9 8.71-8.88 [7.84-7.87] 1.82-1.85
Bismuth 2.18-2.20 1.10 [1.03] 9.80
Boron carbide 11.00 2.40
Bone 3.0-4.0 1.97-2.25 [1.84-2.05] 1.90
Brass (70% Cu, 30% Zn) 4.28-4.44 2.03-2.12 [1.96] 8.56
Brass, half hard 3.83 2.05 8.10
Brass naval 4.43 2.12 [1.95] 8.42
Bronze 3.53 2.23 [2.01] 8.86
Butyl rubber 1.70 1.11
Cadmium 2.78 1.50 [1.39] 8.64
Carbon bisulfide 1.16
Carbon dioxide (CO2) 0.258
Curbon disulfide (CS2) 1.15 1.26
Carbon disulfate 0.189
Carbon monoxide (CO) 0.337
Carbon tetrachloride (CCl4) 0.93 1.60
Carbon, vitreous 4.26 2.68 [2.43] 1.47
Castor oil 1.48 0.969
Cesium (28.5∞C) 0.967 1.88

(Continued)
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TABLE 1.4 (Continued)

Elastic Wave Speeds (P-Wave Speed [cP ], S-Wave Speed [cS ], Rayleigh Wave Speed 
[cR ]), and Density (r) of Different Materials

Material cP (km/sec) cS [cR] (km/sec) r (g/cm)

Chlorine 0.205
Chocolate (dark) 2.58 0.96 1.302
Choroform (CHCl3) 0.987 1.49
Chromium 6.61 4.01 [3.66] 7.19
Columbium 4.92 2.10 8.57
Constantan 5.18-5.24 2.64 [2.45] 8.88-8.90
Copper 4.66-5.01 2.26-2.33 [1.93-2.17] 8.93
Duraluminium 6.40 3.12 [2.92] 2.80
Cork 0.051 0.24
Diesel oil 1.25
Ether vapor (0∞C) 0.179
Ethyl ether (C4H10O) 0.986 0.713
Ethylene 0.314
Flint 4.26 2.96 3.60
Fused quartz 5.96 3.76 2.20
Gasoline 1.25 0.803
Gallium (29.5∞C) 2.74 5.95
Germanium 5.41 5.47
Glass, crown 5.26-5.66 3.26-3.52 [3.12] 2.24-3.60
Glass, heavy flint 5.26 2.96 [2.73] 3.60
Glass, quartz 5.57-5.97 3.43-3.77 [3.41] 2.2-2.60
Glass, window 6.79 3.43
Glass, plate 5.71-5.79 3.43 2.75
Glass, pyrex 5.56-5.64 3.28-3.43 [3.01] 2.23
Glycerine (C3H8O3) 1.92 1.26
Gold 3.24 1.20 [1.13] 19.3-19.7
Granite 3.90
Hafnium 3.84 13.28
Helium 0.97 0.00018
Helium, liquid (-269∞C) 0.18 0.125
Helium, liquid (-271.5∞C) 0.231 0.146
Hydrogen 1.28 0.00009
Hydrogen, liquid (-252.7∞C) 1.13 0.355
Ice 3.99 1.99 1.0
Inconel 5.70 3.0 [2.79] 8.25-8.39
Indium 2.22-2.56 7.30
Invar (63.8% Fe, 36% Ni, 0.2% Cu) 4.66 2.66 [2.45] 8.00
Iron, soft 5.90-5.96 3.22 [2.79-2.99] 7.7
Iron, cast 4.50-4.99 2.40-2.81 [2.3-2.59] 7.22-7.80
Kerosene 1.32 0.81
Kidney 1.54 1.05
Lead 2.16 0.70 [0.63-0.66] 11.34-11.40
Lead zirconate titanate (PZT) 3.79 7.65
Linseed oil 1.77 0.922
Liver 1.54 1.07
Lucite 2.68-2.70 1.05-1.10 1.15-1.18
Magnesium 5.47-6.31 3.01-3.16 [2.93] 1.69-1.83
Manganese 4.60-4.66 2.35 7.39-7.47
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Marble 6.15 9.5
TABLE 1.4 (Continued)

Elastic Wave Speeds (P-Wave Speed [cP ], S-Wave Speed [cS ], Rayleigh Wave Speed 
[cR ]), and Density (r) of Different Materials

Material cP (km/sec) cS [cR] (km/sec) r (g/cm)

Mercury (20∞C) 1.42-1.45 13.5-13.8
Methane 0.43 0.00074
Methylene iodide 0.98
Molybdenum 6.30-6.48 3.35-3.51 [3.11-3.25] 10.2
Monel 5.35-6.04 2.72 [1.96-2.53] 8.82-8.83
Monochlorobenzene (C6H5Cl) 1.27 1.107
Morpholine (C4H9NO) 1.44 1.00
Motor oil (SAE 20) 1.74 0.87
Mylar 2.54 1.18
n-Hexanol (C6H14O) 1.30 0.819
Neon 0.43
Neoprene 1.56 1.31
Nickel 5.61-5.81 2.93-3.08 [2.64-2.86] 8.30-8.91
Niobium 5.07 2.09 [1.97] 8.59
Nitric oxide 0.325
Nitrobenzene (C6H5NO2) 1.46 1.20
Nitrogen (0-20∞C) 0.33-0.35 0.00116-0.00125
Nitrogen, liquid (-197∞C) 0.869 0.815
Nitrogen, liquid (-203∞C) 0.929 0.843
Nitromethane (CH3NC2) 1.33 1.13
Nitrous oxide 0.26
Nylon 2.62 1.10 [1.04] 1.11-1.14
Oil 1.38-1.50 0.92-0.953
Olive oil 1.43 0.948
Oxygen (0-20∞C) 0.32-0.33 0.00132-0.00142
Oxygen, liquid (-183.6∞C) 0.971 1.143
Oxygen, liquid (-210∞C) 1.13 1.272
Parrafin (15∞C) 1.30
Parracin oil 1.42 0.835
Peanut oil 1.46 0.936
Pentane 1.01 0.621
Perspex (PMMA) 2.70 1.33 [1.24] 1.19
Petroleum 1.29 0.825
Plastic, acrylic resin 2.67 1.12 1.18
Platinum 3.26-3.96 1.67-1.73 [1.60] 21.4
Plexiglas 2.67-2.77 1.12-1.43 1.18-1.27
Plutonium 1.79 15.75
Polycarbonate 2.22 1.19
Polyester casting resin 2.29 1.07
Polyethylene 2.0-2.67 0.92-1.10
Polythelyne (low density) 1.95 0.54 [0.51] 0.92
Polyethylene (TCI) 1.60
Polypropylene 2.74 0.904
Polystyrene (Styron 666) 2.40 1.15 [1.08] 1.05
Polystyrene 2.67 1.10 2.80
Polyvinyl chloride 2.30 1.35
Polyvinyl chloride acetate 2.25

(Continued)
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TABLE 1.4 (Continued)

Elastic Wave Speeds (P-Wave Speed [cP ], S-Wave Speed [cS ], Rayleigh Wave Speed 
[cR ]), and Density (r) of Different Materials

Material cP (km/sec) cS [cR] (km/sec) r (g/cm)

Polyvinyl formal 2.68
Polyvinylidene chorlide 2.40 1.70
Potassium (100∞C) 1.86 0.818
Potassium (200∞C) 1.81 0.796
Potassium (400∞C) 1.71 0.751
Potassium (600∞C) 1.60 0.707
Potassium (800∞C) 1.49 0.662
Quartz 5.66-5.92 3.76 2.65
Refrasil 3.75 1.73
Rock salt (x direction) 4.78
Rochelle salt 5.36 3.76 2.20
Rubber 1.26-1.85
Salt solution (10%) 1.47
Salt solution (15%) 1.53
Salt solution (20%) 1.60
Sandstone 2.92 1.84 [1.68]
Sapphire 9.8-11.15 3.98
Silica (fused) 5.96 3.76 [3.41] 2.15
Silicon carbide 12.10 7.49 [6.81] 3.21
Silicone oil (25∞C, Dow 710 fluid) 1.35
Silicon nitride 10.61 6.20 [5.69] 3.19
Silver 3.60-3.70 1.70 [1.59] 10.5
Silver-18 Ni 4.62 2.31
Silver epoxy, e-solder 1.90 0.98 [0.91] 2.71
Sodium (100∞C) 2.53 0.926
Sodium (200∞C) 2.48 0.904
Sodium (400∞C) 2.37 0.857
Sodium (600∞C) 2.26 0.809
Sodium (800∞C) 2.15 0.759
Spleen 1.50 1.07
Stainless steel 5.98 3.3 [3.05] 7.80
Steel 5.66-5.98 3.05-3.3 [2.95-3.05] 7.80-7.93
Tantalum 4.16 2.04 [1.90] 16.67
Teflon 1.35-1.45 2.14-2.20
Thorium 2.40 1.56 [1.40] 11.73
Tin 3.32-3.38 1.59-1.67 [1.49] 7.3
Tissue (beef) 1.55 1.08
Tissue (brain) 1.49 1.04
Tissue (human) 1.47 1.07
Titanium 6.10-6.13 3.12-3.18 [2.96] 4.51-4.54
Titanium carbide 8.27 5.16 [4.68] 5.15
Titanium carbide with 6% Co 6.66 3.98 [3.64] 15.0
Tungsten 5.18-5.41 2.64-2.89 [2.46-2.67] 19.25
Transformer oil 1.39 0.92
Uranium 3.37 1.94 [1.78] 19.05
Uranium dioxide 5.18 10.96
Vanadium 6.02 2.77 [2.60] 6.09
Water (20∞C) 1.48 1.00
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EXERCISE PROBLEMS

Problem 1.1

Simplify the following expressions (note that dij is the Kronecker delta,
repeated index means summation and comma represents derivative):

(a) dmm (b) dij d kj (c) dij uk,kj (d) dij d ij

(e) dmmdij xj (f) dkmui,jk ui,jm (g) 

Problem 1.2

Express the following mathematical operations in index notation

(a) (b) (c) (d) (e) (f) 

(g) (h) (i) (j)  
(k)  (l)  (m) 

where u is a vector quantity and f is a scalar quantity; A, B, and C are 3 ¥ 3
matrix; c and b are 3 ¥ 1 vectors.

TABLE 1.4 (Continued)

Elastic Wave Speeds (P-Wave Speed [cP ], S-Wave Speed [cS ], Rayleigh Wave Speed 
[cR ]), and Density (r) of Different Materials

Material cP (km/sec) cS [cR] (km/sec) r (g/cm)

Water (sea) 1.53 1.025
Water vapor (0∞C) 0.401
Water vapor (100∞C) 0.405
Water vapor (130∞C) 0.424
Wood (oak) 4.47-4.64 1.75 0.4615
Wood (pine, along the fiber) 3.32
Wood (poplar, along the fiber) 4.28
Zinc 4.17-4.19 2.42 [2.22] 7.10-7.14
Zinc oxide (c-axis) 6.40 2.95 [2.77] 5.61
Zircaloy 4.72 2.36 [2.20] 9.36
Zirconium 4.65 2.25 [2.10] 6.51

For some materials ranges (upper and lower bounds) for the material properties collected
from different references are given.

∂
∂

∂
∂

x
x

x
x

m

k

m

k

 � ◊u  �
2f �2u �f  � ¥ u   � ¥ � ¥( )u

    [ ] [ ][ ]C A B=     [ ] [ ] [ ][ ]A B A BT Tπ   { } [ ] { }c A bT=   � ◊ � ¥( )u

  � ¥ �( )f     � � ◊( )u   � ◊ �( )f
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Problem 1.3

Consider two surfaces passing through the point P (see Figure 1.38). The
unit normal vectors on these two surfaces at point P are mj and nj, respec-
tively. The traction vectors on the two surfaces at point P are denoted by
(  and ), respectively. Check if the dot product between and n is the
same or is different from the dot product between and m.

Problem 1.4

(a) A thin triangular plate is fixed along the boundary OA and is sub-
jected to a uniformly distributed horizontal load p0 per unit area
along the boundary AB as shown in Figure 1.39. Give all boundary
conditions in terms of displacement or stress components in the x1x2-
coordinate system.

(b) If p0 acts normal to the boundary AB, what will be the stress bound-
ary conditions along line AB?

FIGURE 1.38

FIGURE 1.39
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Problem 1.5

The quarter disk of radius a, shown in Figure 1.40, is subjected to a linearly
varying shear stress that varies from 0 to T0 along boundaries AO and CO
and uniform pressure P0 along the boundary ABC. Assume that all out-of-
plane stress components are zero:

(a) Give all stress boundary conditions along the boundaries OA and
OC in terms of stress components s11, s22, and s12 in the Cartesian
coordinate system.

(b) Give all stress boundary conditions along the boundaries OA and
OC in terms of stress components srr, sqq , and srq in the cylindrical
coordinate system.

(c) Give all stress boundary conditions at point B in terms of stress
components s11, s22, and s12 in the Cartesian coordinate system.

(d) Give all stress boundary conditions along the boundary ABC in
terms of stress components srr, sqq, and srq in the cylindrical coor-
dinate system.

Problem 1.6

(a) A dam made of isotropic material has two different water heads on
two sides, as shown in Figure 1.41. Define all boundary conditions
along the boundaries AB and CD in terms of stress components sxx,
syy, and txy .

(b) If the dam is made of orthotropic material, what changes, if any,
should be in your answer to part a?

FIGURE 1.40
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Problem 1.7

Express the surface integral xinj dS in terms of the volume V bounded by the
surface S (see Figure 1.42). nj is the j-th component of the outward unit
normal vector on the surface.

Problem 1.8

Obtain the principal stresses and their directions for the following stress state:

FIGURE 1.41

FIGURE 1.42
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Problem 1.9

An anisotropic elastic solid is subjected to some load that gives a strain state
eij in the x1x2x3 coordinate system. In a different (rotated) coordinate system
x1¢x2¢x3, the strain state is transformed to em'n'.

(a) Do you expect the strain energy density function U0 to be a function
of strain invariants only? Justify your answer.

(b) Do you expect the same or different expressions of U0 when it is
expressed in terms of eij or em'n'? Justify.

(c) Do you expect the same or different numerical values of U0 when
you compute it from its expression in terms of eij and from its
expression in terms of em'n'? Justify.

Answer parts (a), (b), and (c) if the material is isotropic.

Problem 1.10

Stress-strain relation for a linear elastic material is given by .
Starting from the stress-strain relation for an isotropic material, prove that
Cijkl for the isotropic material is given by .

Problem 1.11

Obtain the governing equation of equilibrium in terms of displacement for
a material whose stress-strain relation is given by 

where aijkl and bijkl are material properties that are constants over the entire
region, and g is the residual hydrostatic state of stress that varies from point
to point.

Problem 1.12

Starting from the three-dimensional stress transformation law, si¢j¢ =li¢mlj¢nsmn,
prove that for two-dimensional stress transformation the following equa-
tions hold good:
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Problem 1.13

Consider a bar (one-dimensional structure with zero body force) for which
the stress-strain relation is given by s11 = Ee11. 

(a) Applying Newton’s law (force = mass ¥ acceleration) to an elemental
segment of the bar, derive the governing equation of motion for the
bar in the form of the wave equation. 

(b) What should be the elastic wave speed in the bar?

Problem 1.14

An infinite plate of thickness 2h is subjected to a constant normal pressure
p0 at its two surfaces at time t ≥ 0 (see Figure 1.44). Calculate the displacement
field u at point P(d,0,0), where 0 < d < h, at time t = h/cP, where cP is the P-
wave speed in the material.

FIGURE 1.43

FIGURE 1.44
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Problem 1.15

(a) A half-space is subjected to a time-dependent shear stress field p(t)
at x1 = 0 as shown in Figure 1.45. Find the stress and displacement
fields at a point (x1, x2, x3) at time t > 0.

(b) Let p(t) be 1 for 5 < t < 15 and 0 for other values of t. Plot u1,
u2, s11, and s12 as a function of time at x1 = 5 , x2 = 0, and x3 = 0. 
Where m and r are shear modulus and Poission’s ratio, respectively.

Problem 1.16

A linear elastic half-space is subjected to a time-dependent inclined loading
p(t) on its surface as shown in Figure 1.46. Duration time of the load is T
and its magnitude is P. The problem geometry and applied load are inde-
pendent of the x2- and x3-coordinates. Plot the variation of two displacement
components u1 (by solid line) and u2 (by dashed line) at point Q (x1=X0, x2=Y0)
on the same plot as a function of time. Plot the variation of the two stress
components s11 (by solid line) and s12 (by dashed line) as a function of time
at the same point Q. Give important values in your plots. Lame’s first and
second constants and density of the solid are l, m, and r, respectively. You
can directly plot the results without showing the intermediate steps. For
both displacement and stress components plot positive quantities above the
t-axis and negative quantities below the t-axis.

FIGURE 1.45
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Problem 1.17

(a) For a vertically propagating SH-wave in a half-space (see Figure 1.47),
calculate the total displacement and stress fields on a semicircle of
radius ‘a’ in terms of a, a, and kS (w/cS).

(b) Check if the stress-free boundary conditions are satisfied at the
points, where the semicircle meets the surface at x3 = 0.

(c) Find the amplitude of maximum displacement on the semicircle and
locate the point where the displacement amplitude is maximum. 

Problem 1.18

A uniform half-space is excited by a time harmonic incident plane P-wave
as shown in Figure 1.48. If the incident field potential is given by

FIGURE 1.46

FIGURE 1.47
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calculate the displacement field u1 and u3 at a point Q as a function of a, a
and q. a varies from 0 to p and q varies from 0 to p/2. Assume that the
reflection coefficients of the half-space are RPP(q) and RPS(q) for reflected P- and
S-waves, respectively. Assume P- and S-wave speeds to be cP and cS, respec-
tively. Express your final results in terms of RPP(q), RPS(q), a, a, w , cP, and cS.
Problem 1.19

(a) Prove that the transfer coefficient (T) for an incident SH-wave in a
layered half-space is given by

where the transfer coefficient is defined as (see Figure 1.49).

The equation of the incident wave is given by

(b) What is the value of the transfer function for: (1) cS1 = cS2, (2) h = 0? 

Problem 1.20

Obtain the expressions of the reflected wave amplitudes for a plane P-wave
striking a plane rigid boundary at an inclination angle q, after propagating
through an elastic half-space. The inclination angle is measured from the
axis normal to the rigid boundary.

FIGURE 1.48
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Problem 1.21

For two-dimensional wave propagation problems, P- and S-wave potentials
are given by

(a) Prove that the wave propagation direction and the wavefront are
perpendicular to each other for both these waves.

(b) When the waves propagate in the x1-direction, show that for 

(1) , and for (2)  

Problem 1.22

A plane SH-wave propagating in a solid medium strikes the stress-free
boundaries at x1 = 0 and x2 = 0 in the quarter space (see Figure 1.50). The
displacement field associated with the incident SH-wave is given by

; the time dependence e-iwt is implied. When the incident SH-
wave encounters the two stress-free surfaces, reflected plane waves are gen-
erated to satisfy the boundary conditions. 

Obtain the complete displacement field (considering incident as well as
all reflected waves) in this quarter space, and show that the stress-free
boundary conditions at the two surfaces are satisfied when the total field is
considered.  

Problem 1.23

From the Rayleigh wave dispersion equation

FIGURE 1.49
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138 Ultrasonic Nondestructive Evaluation

prove that when the Rayleigh wave speed is close to the shear wave speed
(that is true for most materials) it is possible to approximately obtain the
Rayleigh wave speed cR from the relation

where n is Poission’s ratio. (Hint: substitute c/cs = 1 + D, where D is a small
number, and then ignore higher order terms in D).

Problem 1.24

Consider the horizontal shearing motions of a plate of thickness 2h. Plate
surfaces at x2 = +h and -h are rigidly fixed. 

(a) Determine the dispersion relation (guided wave speed as a function
of frequency) for this problem geometry and plot the dispersion curves. 

(b) Compute and plot the mode shapes for first few modes. 
(c) Discuss the differences and similarities between the wave propagation

characteristics (dispersion relation and mode shapes) of this problem
and the stress-free plate problem discussed in Section 1.2.12.1.

FIGURE 1.50

x1

x2

o

θ

2 4 1 1 0
2

2

2 2

2

1 2
2

2

1 2

-
Ê
ËÁ

�
�̄ - -

Ê

Ë
Á

�

¯
� -

Ê
ËÁ

�
�̄ =c

c
c
c

c
c

R

s

R

p

R

s

/ /

    

c
c

R

s

= +
+

0 875 1 125
1

. . n
n

1462.book  Page 138  Monday, December 1, 2003  3:06 PM

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



Mechanics of Elastic Waves and Ultrasonic Nondestructive Evaluation 139

Problem 1.25

P-wave is normally incident at the interface of two solids, as shown in
Figure 1.51a and Figure 1.51b. Incident P-wave amplitude is 1 and reflected
wave amplitude is R. Material properties are shown in the figures.

(a) What is the value of R for the problem geometry shown in Figure 1.51a?
You do not need to derive it; simply give its expression, using the
material properties given.

(b) For the material properties shown in the two figures should the two
R be the same? Note that there are a total of three materials in
Figure 1.51b but only two in Figure 1.51a.

(c) Should the value of R in Figure 1.51b change when properties of
material 3 are changed but those for materials 1 and 2 are unchanged?

(d) Stress and displacement continuity conditions at what interface
of Figure 1.51b (top, bottom, or both) do you need to satisfy to
solve for R?

(e) Stress and displacement continuity conditions at what interface
of Figure 1.51b (top, bottom, or both) do you need to satisfy to
solve for T?

(f) Write all necessary equations in terms of T and other unknown con-
stants from which you can solve for T of Figure 1.51b. You do not need
to give the final expression of T; only write the necessary equations.

Problem 1.26

Consider the phase velocity (cph) variation with frequency w, as shown by
the continuous line in the top plot of Figure 1.52. Obtain and plot the group
velocity (cg) variations, as a function of frequency w, in 3 ranges (for w

FIGURE 1.51
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between 0 and 1, between 1 and 2, and greater than 2). Give the group
velocity values at w = 0.5, 1.5, and 2.5. If you use any relation other than the
definitions of the phase velocity and group velocity, then you must derive it.

(Hint: From the definitions of phase velocity and group velocity, cph = ,
cg = , first obtain the group velocity as a function of the phase velocity (cph)

and its derivative . Then use that relation to solve the problem.)

Problem 1.27

If a vector (such as force, velocity) has components A in both x1- and x2-
directions, then the resultant vector has a magnitude and acts in x1-
direction (see Figure 1.53).

Two plane P-waves with harmonic time dependence, propagate in a mate-
rial in x1- and x2-directions with a velocity cP. Wave potentials for these two
waves are given by

FIGURE 1.52
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where .

(a) In this material find the total particle displacement (magnitude and
direction) at two points; (1) the origin, x1 = x2 = 0 and (2) at a second
point for which x1 = x2 = h.

(b) It is suggested by a student that the combined effect of these two
harmonic waves is a resultant wave propagating in the x1,-direction
with a wave amplitude . Do you agree with this statement?
Mathematically justify your answer.

(c) It is suggested by another student that the combined effect of these
two harmonic waves is a resultant wave propagating in the x1,-
direction with a velocity . Do you agree with this statement?
Mathematically justify your answer.
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Ultrasonic Nondestructive Evaluation

 

In Chapter 1 we learned how plane waves and spherical waves propagate
through a solid or fluid medium. Spherical waves are generated by a point
source in an infinite medium, the cylindrical waves are generated by a line
source, and plane waves are generated by an infinite plane (see Figure 2.1).

Harmonic waves are generated from harmonic (time dependence 
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e

 

-

 

i

 

w

 

t

 

)
sources. The equation of the propagating spherical wave generated by a
point source in a fluid space is given by Equation 2.1, and equations of a
propagating plane waves in a fluid are given by Equation 2.2 and Equation 2.3:

 

(2.1)

(2.2)

(2.3)

 

Note that these equations have been derived in Chapter 1 (see Equations
1.224 and 1.199.) Equation 2.2 and Equation 2.3 give pressure and potential
fields of unit amplitude, respectively. 

 

G

 

 in Equation 2.1 can also be either
pressure or potential. The potential-pressure relation is given in Chapter 1,
Equation 1.210. 

 

k

 

f

 

 is the wave number of the fluid and has been defined in
Chapter 1, after Equation 1.198. In Equation 2.1, 

 

r

 

 is the radial distance of
the spherical wavefront from the point source at the origin. In Equation 2.2 and
Equation 2.3 

 

x

 

1

 

 is the propagation direction of the plane wavefront. 
If the wave sources of Figure 2.1 are located in a homogeneous solid instead

of the fluid medium, then only compressional waves are generated in the
solid and their expressions can be obtained by simply substituting 

 

k

 

P

 

 for 

 

k

 

f

 

,
where 

 

k

 

P

 

 is the P-wave number of the solid. In absence of any interface or

 

FIGURE 2.1

 

Point source (left), line source (middle), and infinite plane source (right) generating spherical,
cylindrical, and plane wavefronts, respectively. Sources are denoted by S and the wavefronts by F.
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boundary, the mode conversion does not occur and shear waves are not
generated from the compressional waves.

In many nondestructive evaluation (NDE) applications elastic waves are
generated by a source of finite dimension and the wavefronts are not spher-
ical or cylindrical or plane. Typical dimensions of the commercially available
ultrasonic transducers that are most commonly used for ultrasonic wave
generation, vary from 1/4 to 1 in. in diameter. Of course, in special applica-
tions, the ultrasonic source can be much smaller (in the order of microns for
high-frequency acoustic microscopy applications) or much larger (several
inches for large structure inspection). To correctly predict the wavefront
(displacement, stress, and pressure fields) generated by a finite source, it is
necessary to follow some numerical or semianalytical techniques, as dis-
cussed in this chapter.

 

2.1 Modeling a Finite Plane Source by a Distribution 
of Point Sources

 

The pressure field due to a finite plane source can be assumed to be the
summation of pressure fields generated by a number of point sources dis-
tributed over the finite source as shown in Figure 2.2. The finite source can
be, for example, the front face of a transducer as shown in this figure.

This assumption can be justified in the following manner: A harmonic
point source, which expands and contracts alternately, can be represented
by a point and a sphere as shown in Figure 2.3(a). The point represents the
contracted position and the sphere (circle in a two-dimensional figure) rep-
resents the expanded position. When a large number of these point sources
are placed side-by-side on a plane surface, then the contracted and expanded
positions of the point sources are shown in Figure 2.3(b). The combined effect
of a large number of point sources, placed side by side, is shown in

 

FIGURE 2.2

 

Four point sources distributed over a finite source.
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Figure 2.3(c); in this figure the contracted (dark line) and expanded (thin
line) positions of a line source or the cross section of a plane source are seen. 

From Figure 2.3 it is clear that the combined effect of a large number of
point sources distributed on a plane surface is the vibration of the particles
in the direction normal to the plane surface. Non-normal components of
motion at a point on the surface, generated by neighboring source points,
cancel each other. However, non-normal components do not vanish along
the edge of the surface. The particles not only vibrate normal to the surface
but also expand to a hemisphere and contract to the point on the edge, as
shown in Figure 2.3(c). If this edge effect does not have a strong contribution
on the total motion, then the normal vibration of a finite plane surface can
be approximately modeled by replacing the finite surface by a large number
of point sources distributed over the surface.

 

2.2 Planar Piston Transducer in a Fluid

 

Let us compute the pressure field in a fluid for the planar piston transducer
of finite diameter as shown in Figure 2.4. This problem can be solved in two
ways as described below.

 

2.2.1 Conventional Surface Integral Technique

 

If one distributes the point sources over the transducer face, as discussed in
Section 2.1, then the pressure field at position 

 

x

 

 in the fluid, which is due to

 

FIGURE 2.3

 

Contracted (dark) and expanded (thin line) positions of the particles for (a) a point source, (b)
distributed finite number of point sources, and (c) a very large number of point sources.

(a) (b) (c)
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the point sources at position 

 

y

 

 distributed over the transducer surface, can
be given by integrating Equation 2.1 over the transducer surface

 

(2.4a)

 

where 

 

B

 

 relates the source velocity and pressure. Thus, it is proportional to
the source velocity amplitude. The above integral can be written in the
following summation form:

 

(2.4b)

 

One can show from the Rayleigh-Sommerfield theory (Schmerr, 1998), that 

 

(2.5)

 

where, 

 

v

 

3

 

(

 

y

 

) is the particle velocity of the transducer surface; note that 

 

v

 

1

 

(

 

y

 

)

 

 =

 

v

 

2

 

(

 

y

 

) 

 

=

 

 0. For constant velocity of the transducer surface (

 

v

 

3

 

 

 

=

 

 

 

v

 

0

 

) Equation 2.5
is simplified to

 

(2.6a)

 

A comparison between Equation 2.4a and Equation 2.6a gives

 

(2.6b)

 

FIGURE 2.4

 

Point source 

 

y

 

 is on the transducer face; point 

 

x

 

 is where ultrasonic field is computed.
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Equation 2.6a can be evaluated in closed form for a circular transducer of
radius 

 

a

 

 for the following two special cases (Schmerr, 1998):

1. When 

 

x

 

 is located on the 

 

x

 

3

 

-axis 

 

(2.6c)

 

2. When 

 

x

 

 is in the far field. In other words, when 

 

r 

 

is much greater
than the transducer radius

 

(2.6d)

 

R

 

 and 

 

q

 

 of Equation 2.6c are shown in Figure 2.5. 

 

J

 

1

 

 is the Bessel function of
the first kind.

 

2.2.2 Alternative Distributed Point Source Method for Computing 
the Ultrasonic Field

 

An alternative technique to compute the strength of the distributed point
sources is discussed in this section.

 

 

 

Let the strength of the 

 

m

 

-th point source be 

 

A

 

m

 

 such that the pressure at
a distance 

 

r

 

m

 

 

 

from the point source is given by Equation 2.7

 

 

 

(also see
Equation 2.4b):

 

FIGURE 2.5
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(2.7)

 

If there are 

 

N

 

 point sources distributed over the transducer surface, as shown
in Figure 2.6, then the total pressure at point 

 

x

 

 is given by

 

(2.8)

 

where 

 

r

 

m

 

 

 

is the distance of the 

 

m

 

-th point source from point 

 

x

 

. Note that
Equations 2.8 and 2.4b are identical. 

From the pressure-velocity relation (see Chapter 1, Equation 1.201 and
Equation 1.202), it is possible to compute the velocity at 

 

x

 

. From Equation
1.201 we get the following:

  

 

(2.9)

 

Note that for  time dependence of velocity, its derivative can be obtained
by simply multiplying 

 

v

 

n

 

 by positive or negative 

 

i

 

w

 

. For  time dependence,

 

FIGURE 2.6

 

Velocity 

 

v

 

m

 

 at point 

 

x

 

 due to the 

 

m

 

-th point source.
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(2.10)

Therefore, the velocity in the radial direction, at a distance r from the m-th
point source, is given by

(2.11)

and the x3-component of the velocity is

(2.12)

When contributions of all N sources are added (see Figure 2.6), then the total
velocity in the x3-direction at point x is obtained: 

(2.13)

where x3m is the x3-value measured from the m-th source as shown in
Figure 2.6.

If the transducer surface velocity in the x3-direction is given by v0 then for
all x values on the transducer surface the velocity should be equal to v0.
Therefore,

(2.14)

By taking N points on the transducer surface it is possible to obtain a
system of N linear equations to solve N unknowns (A1, A2, A3, …. AN).
Difficulty arises when the point source location and the point of interest (x)
coincide, because then rm becomes zero and v3m, from Equation 2.14 is
unbounded. If point sources as well as points of interest x are both located on
the transducer surface, then only rm can be zero, sometimes. To avoid this
possibility, the point sources are located slightly behind the transducer surface
as shown in Figure 2.7. In this arrangement the smallest value that rm can
take is rS.
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Point x at which the x3-component of velocity is matched with the trans-
ducer surface velocity v0 is taken on the transducer surface at the apex of
the small spheres that touch the transducer surface (see Figure 2.7). Point
sources are placed at the centers of these small spheres. In addition to
matching the v3-component to v0, if one also wants to equate the other two
components, v1 and v2, to zero then for each point x on the transducer surface
there are a total of three equations given in Equation 2.14 and Equation 2.15a.

(2.15a)

Thus, from N points on the sphere surfaces 3N equations are obtained, and
we get more equations than unknowns. To get the same number of unknowns
as equations, the number of unknowns can be increased from N to 3N by
replacing each point source by a triplet. A triplet is a combination of three point
sources with different strengths put together as shown in Figure 2.8. All
sources are placed in the same plane at x3 = -rS parallel to the transducer surface.
The three point sources of each triplet are located at three vertices of an
equilateral triangle; these triangles are oriented randomly (see Figure 2.8) to

FIGURE 2.7
Point sources are located at x3 = -rS, while the transducer surface is at x3 = 0.
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152 Ultrasonic Nondestructive Evaluation

preserve the isotropic material properties and prevent any preferential ori-
entation. By solving a system of 3N linear equations (for triplet sources) or
a system of N linear equations (for simple point sources), the source strengths
Am associated with all point sources can be obtained. After getting Am, the
pressure p(x) can be calculated at any point from Equation 2.8, on the trans-
ducer surface or away. The pressure field obtained in this manner should be
same as that from Equation 2.6a.

2.2.2.1 Matrix Formulation

The matrix formulation for the steps described above to compute the source
strengths is given below. 

Equation 2.14 and Equation 2.15a can be combined into the following
matrix equation:

(2.15b)

where VS is the 3N ¥ 1 vector of the velocity components at N number of
surface points x, and AS is the 3N ¥ 1 vector containing the strengths of 3N
number of point sources. MSS is the 3N ¥ 3N matrix relating the two vectors
VS and AS. From Equation 2.14 and Equation 2.15a one can write

(2.15c)

Note that the transpose of the column vector VS is a row vector of dimen-
sion 1 ¥ 3N. Elements of this vector are denoted by  where the subscript

FIGURE 2.8
Randomly oriented triplet sources.
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j can take values of 1, 2, or 3 and indicate the direction of the velocity
component. Superscript n can take any value between 1 and N correspond-
ing to the point on the transducer surface at which the velocity component
is defined. 

For most ultrasonic transducers  = 0 for j = 1 and 2 (the velocity compo-
nent parallel to the transducer face) and  for j = 3 (the velocity com-
ponent normal to the transducer face). Equation 2.15c is then simplified to

(2.15d)

Vector AS of the source strengths is given by

(2.15e)

Note that the upper limits of Equation 2.14 and Equation 2.15a are changed
from N to 3N when triplet sources are considered, because then for each of
the N small spheres three point sources exist (see Figure 2.8).

Finally, the square matrix MSS is obtained from Equation 2.14 and
Equation 2.15a

(2.15f)

where

(2.15g)

In Equation 2.15g, the first subscript j of x can take values of 1, 2, or 3 and
indicate whether x is measured in the x1-, x2-, or x3-direction. The subscript
m of x and r can take values from 1 to 3N depending on which point source
is considered, and the superscript n can take any value between 1 and N
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154 Ultrasonic Nondestructive Evaluation

corresponding to the point on the transducer surface where the velocity
component is computed. As mentioned earlier in this formulation from 3N
point sources, three boundary conditions on the velocity are satisfied at every
point of the N boundary points. 

If point x in Figure 2.7 is denoted by xn, indicating that this point is located
on the n-th boundary point, then the position vector connecting the m-th
point source and the n-th boundary point is denoted by  and its three
components in x1, x2, and x3-directions are , in Equation 2.15f
and Equation 2.15g.

From Equation 2.15b one gets the point source strengths by inverting the
matrix MSS:

(2.15h)

If point sources are located very close to the transducer surface (rS in
Figure 2.7 is small), then the point source strengths (AS) should be approx-
imately equal to the source strengths on the transducer surface. From Equa-
tion 2.4a and Equation 2.6a we get

(2.15i)

In Equation 2.15i S is the transducer surface area. Note that this equation
gives the same source strength for all values of m. Therefore, the vector AS,
obtained from this equation, should have the following form:

(2.15j)

After getting the source strength vector AS from Equation 2.15h or
Equation 2.15j, the pressure p(x) or velocity vector V(x) at any point (on the
transducer surface or away) can be obtained from Equation 2.8 (for pressure)
or Equation 2.14 and Equation 2.15a (for velocity components). If the points
in the fluid where the pressure and velocity vector are to be computed are
called observation points or target points, then the pressure and velocity
components, at these observation or target points, are obtained from the
following matrix relation:

(2.15k)

where PT is a M ¥ 1 vector containing pressure values at M number of target
points and VT is a 3M ¥ 1 vector containing three velocity components at every
target point. The VT expression is similar to the VS expression given in Equation
2.12b. The only difference is that its dimension is 3M ¥ 1 instead of 3N ¥ 1.
Matrix MTS will be the same as MSS of Equation 2.15f if the target points are
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identical to the transducer surface points where the velocity components are
matched to obtain the point source strength vector AS in Equation 2.12g.
However, for computing the velocity field at different points, the expression
for MTS will be slightly different from the MSS expression given in Equation
2.15f. Then its dimension will be 3M ¥ 3N as shown below:

(2.15l)

where  is identical to the expression given in Equation 2.15g. Defi-
nitions of the subscripts j and x do not change from those in Equation 2.15g.
The superscript n of x and r can take any value between 1 and M depending
on which target point is considered. Note that MTS is not a square matrix
when M and N are different.

From Equation 2.8 the matrix QTS can be obtained when there are 3N point
sources and M target points:

(2.15m)
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156 Ultrasonic Nondestructive Evaluation

The definition of  is identical for Equation 2.15k and Equation 2.15l; it
is the distance between the m-th point source and n-th target point.

This alternative method and matrix formulation for computing the ultra-
sonic field in a homogeneous fluid was first proposed by Placko and Kundu
(2001); it was then extended to solve different ultrasonic problems by
Placko et al. (2001, 2002) and Lee et al. (2002). This technique has been
named by the authors as the distributed point source method (DPSM). The
advantage of the DPSM technique is not obvious for this simple case of
homogeneous medium. It will be evident later in this chapter when the
ultrasonic field, in the presence of a finite inclusion or scatterer, will be
computed.

The DPSM technique, discussed in this section, is a general technique.
It is not restricted to the case of small value of rS (see Figure 2.7).

For small rS Equation 2.15j can be used; otherwise Equation 2.15h will
have to be used. When Equation 2.15h is used then Equation 2.15k is
modified to

(2.15n)

Example 2.1

Give the modified expressions for VS (Equation 2.15d) and MSS (Equation
2.15f) for the case when the triplet sources are replaced by single point
sources, located at the centers of the small spheres (see Figure 2.6 and
Figure 2.7), and only the normal displacement components (normal to
the transducer surface) at the apex (or collocation points) on the trans-
ducer surface are equated to the transducer surface velocity v0.

SOLUTION

For N number of spheres distributed over the transducer surface there
will be N point sources and N collocation points. The velocity vector VS

of Equation 2.15d will have N entries instead of 3N entries.

(2.15o)

The matrix MSS of Equation 2.15f will have a dimension of N ¥ N instead
of 3N ¥ 3N, since the displacement components, in the x3-direction only,
are to be matched. The final form of MSS is given below:

rm
n

P Q N V

V M N V

T TS SS S

T TS SS S

=

=

{ } [ .. ]VS
T

Nv v v v= ¥0 0 0 0 1KK
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(2.15p)

where, from Equation 2.15g

(2.15q)

Example 2.2

For a large number of point sources distributed along the transducer
surface, as shown in Figure 2.6 and Figure 2.7, evaluate the source
strength vector AS using Equation 2.15h for the MSS and VS expressions
given in Equations 2.15o and 2.15p, respectively.

SOLUTION

For a large number of distributed point sources, the radius of the indi-
vidual spheres becomes small (see Figure 2.7). As the number of point
sources approaches infinity, the radius of individual spheres reduces to
zero. Therefore, , the distance between the m-th point source and n-th
collocation point (or apex point), becomes zero for m = n. In other words,
when the source is at the center of a sphere and the collocation point is
at the apex of the same sphere, then the distance between the source and
the collocation point is reduced to zero, as the number of point sources
approaches infinity.

Note that in Equation 2.15q  appears in the denominator. Therefore, for
small values of  Equation 2.15q can be simplified in the following manner:
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158 Ultrasonic Nondestructive Evaluation

Note that all spheres have the same radius rm = rS = r, and therefore .
Substituting it into the above expression and expanding the exponential
term in its series expansion we get

(2.15r)

For m = n, . Substituting it in Equation 2.15r, we get (no
summation on m is implied)

(2.15s)

Substitution of Equation 2.15r and Equation 2.15s into Equation 2.15p yields

It should be noted here that, for , . Therefore, in the above
matrix expression, the off-diagonal terms are smaller than the diagonal
terms. With an increasing number of point sources as r approaches zero,
all off-diagonal terms vanish and the above matrix simplifies to

Therefore, from Equation 2.15h
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Modeling of Ultrasonic Field by Distributed Point Source Method 159

(2.15t)

Example 2.3

Prove that the coefficients of Equation 2.15j and Equation 2.15t are identical.

SOLUTION

Total surface area from N hemispheres, associated with the N point
sources, is equated to the transducer surface area S. Therefore,

Substituting it in the coefficient of Equation 2.15t gives

2.2.3 Restrictions on rS for Point Source Distribution

It is evident from Figure 2.7 that as the number of point sources to model the
transducer surface increases, rS decrease. It is expected that with larger num-
ber of point sources the computation time and accuracy both should increase.
What optimum number of point sources should produce reliable results? To
answer this question the following analysis is conducted:

For a very small transducer of surface area dS vibrating with a velocity of
amplitude v0 in the x3-direction the pressure at point x (at a distance r from
the source at point y) can be computed from Equation 2.6a

(2.16)

Using Equation 2.10, the particle velocity in the radial direction can be
computed from the above pressure field,
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160 Ultrasonic Nondestructive Evaluation

(2.17)

and the velocity in the x3-direction

(2.18)

where x3 and y3 are the x3-coordinate values of points x and y, respectively.
If the point x is taken on the surface of sphere of radius rS as shown in

Figure 2.7, then r = rS = x3 – y3, and v3 of Equation 2.18 is simplified to

(2.19)

The right-hand side of Equation 2.19 should be equal to v0, since the
pressure computed in Equation 2.16 is obtained from the transducer surface
velocity v0 in the x3-direction. Hence, the velocity at x when x is taken on
the transducer surface should be equal to v0. The right hand side of Equation
2.19 is v0 when  and  Therefore, dS should be the surface
area of a hemisphere of radius rS, and the second condition implies the
following:

(2.20)

where lf is the wavelength in the fluid. Equation 2.20 is used to compute
the number of point sources in the following manner: Take a value of rS
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Modeling of Ultrasonic Field by Distributed Point Source Method 161

satisfying the condition in Equation 2.20 and compute the number of point
sources (N) from the transducer surface area (S) from the relation

(2.21a)

Note that the spacing between two neighboring point sources is different
from rS. If the point sources are arranged uniformly at the vertex points of
squares of side length a, then each point source should be associated with
an area of a2 of the flat transducer face. This area is then equated to the
hemispherical surface area of each point source to obtain:

(2.21b)

Substituting Equation 2.20 in the above equation we get

(2.21c)

2.3 Focused Transducer in a Homogeneous Fluid

For a focused transducer (see Figure 2.9), the ultrasonic field in the fluid
can be modeled by distributing the point sources along the curved transducer
face. O’Neil (1949) argued that for transducers with small curvature Ray-

FIGURE 2.9
Focused transducer. R0 is the radius of curvature of the transducer and a is its radius.
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162 Ultrasonic Nondestructive Evaluation

leigh-Sommerfield integral representation (Equation 2.6a) holds if the surface
integral is carried out over the curved surface. Therefore, the DPSM tech-
nique, discussed in Section 2.2.2, holds good for the curved transducer face
as well. The only difference is that, in this case the point sources are distrib-
uted over a curved surface, instead of a flat surface. 

The integral representation of the pressure field in the fluid for a focused
transducer should be same as Equation 2.6a. This integral can be evaluated
in closed form, for computing the pressure variation on the central axis of
the transducer (i.e., for the on-axis pressure computation). The on-axis pres-
sure field is given by (Schmerr, 1998)

(2.22)

where 

(2.23)

R0 is the radius of curvature of the transducer face. re is the distance of the
point of interest from the transducer edge.

At the geometric focus point, x3 = R0, the pressure is given by (Schmerr, 1998)

(2.24)

If, at x3 = z, the on-axis pressure is maximum then z should satisfy the
following equation (Schmerr, 1998):

(2.25a)

where

(2.25b) 

2.4 Ultrasonic Field in a Nonhomogeneous Fluid 
in Presence of an Interface

If the fluid in front of the transducer is not homogeneous but is made of two
fluids with an interface between the two, the ultrasonic signal generated by
the transducer will go through reflection and transmission at the interface
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Modeling of Ultrasonic Field by Distributed Point Source Method 163

(see Figure 2.10). In this case, the pressure field in fluid 1, at point P, can be
computed by adding the contributions of the direct incident ray (R1) and
reflected ray. To compute the pressure at point Q in fluid 2, the contribution
of only the transmitted ray needs to be considered. Acoustic wave speed
and density of the two fluids are denoted by cf and rf for fluid 1, and cf 2 and
rf 2 for fluid 2, as shown in Figure 2.10.

In Figure 2.10, point C is either on the transducer surface for Rayleigh-
Sommerfield integral representation of the pressure field, or just behind the
transducer surface (see Figure 2.7) for the DPSM modeling as discussed in
Section 2.2.2. We are interested in computing the acoustic pressure at point
P in fluid 1, and at point Q in fluid 2. As shown in the figure, point P receives
a direct ray (R1) from point C and a ray (R3) reflected by the interface at
point T. Point Q can only receive a ray from point C after it is transmitted
at the interface at point T. Position vectors of points C, T, P, and Q are denoted
by y, z, x, and x, respectively, as shown in the figure. Because both points P
and Q are the points where the pressure field is to be computed, we use the
same symbol x for denoting the positions of these two points although those
are not at the same location.

When the coordinates x1, x2, and x3 and y1, y2, and y3 are known, then how
can we obtain the coordinates z1, z2, and z3 of T on the interface, where the
ray is reflected or transmitted to reach point P or Q? This question can be
answered from geometric considerations given below.

2.4.1 Pressure Field Computation in Fluid 1 at Point P 

Let vectors  and  represent CT and TP, respectively, in Figure 2.10

FIGURE 2.10
Transducer in front of the interface between two fluids of different properties.
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164 Ultrasonic Nondestructive Evaluation

(2.26)

Note that the magnitudes of vectors  and  are R2 and R3, respectively.

(2.27)

Unit vectors 
Unit vector  normal to the interface is given by 

 

Note that for an inclined interface 

From the problem geometry one can easily see that

(2.28)

(2.29)

Let

(2.30)

Substituting the above unit vector expressions in Equation 2.28 one gets
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or, in an alternate representation,

or

or

or

(2.31)

Similarly, from Equation 2.29
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166 Ultrasonic Nondestructive Evaluation

or

(2.32)

Solving the above equations we get the following: 

(2.33)

Note that if point C is on the x1x2-plane then y3 = 0, and for fluid 1 x3 is
between 0 and z3; the denominator of Equation 2.33 should never become
zero. After obtaining z1 and z2, from Equation 2.33, the lengths R2 and R3 can
be easily obtained from Equation 2.27. To evaluate R1 one does not need z1

and z2. It is simply equal to 

(2.34)

Then the pressure field at point P can be obtained from the following equation:

(2.35)

In Equation 2.35 the first integral corresponds to the wave path CP and the
second integral corresponds to the wave path CTP. Both these integrals are
similar to the expression given in Equation 2.6a; the only difference is that
in the second integral expression the reflection coefficient R has been
included because this wave reaches point P after being reflected at the inter-
face. Expression of the reflection coefficient R is given in Equation 1.214b):
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Modeling of Ultrasonic Field by Distributed Point Source Method 167

In this case, the incident angle is q, the transmitted angle is q2, the fluid
densities are rf and rf 2, and the acoustic wave speeds in the two fluids are
cf and cf 2. The transmitted angle q2 can then be expressed in terms of the
incident angle q using Snell’s law (see Chapter 1, Equation 1.204):

(2.36)

Therefore, R takes the following form:

(2.37)

In the above equation cos q can be obtained from the relation given below. 
The dot product between the unit vectors  and  is given by

(2.38)

2.4.2 Pressure Field Computation in Fluid 2 at Point Q

Let us define two vectors  and  where  = CT and  = TQ

(2.39)

The magnitudes of vectors  and  are R2 and R3, respectively

(2.40)
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168 Ultrasonic Nondestructive Evaluation

Unit vectors  
Unit vector  normal to the interface is given by 

Note that for an inclined interface 

From the problem geometry shown in Figure 2.10, the following equations
are obtained:

(2.41)
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(2.43)

or

(2.44)

Similarly,

(2.45)

Because  are located on the same plane

(2.46)

where  is the unit vector normal to the plane containing .
From Equation 2.46 and Snell’s law (see Chapter 1, Equation 1.204) one

can write
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170 Ultrasonic Nondestructive Evaluation

z1 and z2 can be obtained from Equation 2.45 by minimizing the following
error function

(2.49)

E can be minimized by some optimization technique such as simplex algo-
rithm. In MATLAB code the fminsearch function can be used for this pur-
pose. After evaluating z1 and z2, the pressure at point Q can be obtained from
the following equation:

(2.50)

The numerator of the above integrand is similar to that in Equation 2.6a.
The only difference is that in Equation 2.50 the numerator has been multi-
plied by Tp, the transmission coefficient at the interface, and the argument
of the exponential term has two entries that correspond to the ray paths CT
and TQ. The denominator of Equation 2.50 is much more complex compared
to the one given in Equation 2.6a. The derivation of this denominator expres-
sion can be found in Schmerr (1998).

The transmission coefficient is given in Chapter 1, Equation 1.214b

  

As mentioned above, in this case, the incident angle is q, the angle of
transmission is q2, the fluid densities are rf and rf 2, and the acoustic wave
speeds in the two fluids are cf and cf 2. Angle q2 can be expressed in terms of
the incident angle q (see Equation 2.36); Tp then takes the following form:

(2.51)

2.5 DPSM Technique for Ultrasonic Field Modeling 
in Nonhomogeneous Fluid

The steps discussed in Section 2.4 are based on the Rayleigh-Sommerfield
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Modeling of Ultrasonic Field by Distributed Point Source Method 171

by Placko and Kundu (2001) for ultrasonic modeling, is generalized to
include the inhomogeneous fluid case. In the DPSM technique, the interface
is replaced by a layer of equivalent point sources instead of tracing the rays
from the transducer face to the point of interest in fluid media 1 or 2.

2.5.1 Field Computation in Fluid 1

The field in fluid 1 is computed by superimposing the contributions of two
layers of point sources distributed over the transducer face and the interface,
respectively (see Figure 2.11). Two layers of sources are located at a small
distance rS away from the transducer face and interface, respectively, such
that the apex of the spheres (of radius rS) touch the transducer face or
interface.

The strength of the point sources distributed along the transducer surface
can be obtained from Equation 2.15h or Equation 2.15j. For finding the
strength of the point sources attached to the interface, velocity components
at the interface due to the reflected waves at the interface are to be matched
as described below.

As shown in Figure 2.12, any point P in fluid 1 can receive only two rays,
1 and 2, from a single point source on the transducer surface. Ray 1 is the
direct ray reaching P, and ray 2 arrives at P after being reflected at the
interface. Total ultrasonic field at point P can be obtained by superimposing
the contributions of a number of point sources (ym) distributed over the
transducer surface. The total field at P, generated only by the reflected rays

FIGURE 2.11
Point sources (at the center of small circles) for computing the ultrasonic field in fluid 1.
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172 Ultrasonic Nondestructive Evaluation

(ray 2) from all point sources on the transducer surface, should be same as
the total contributions of all point sources distributed over the interface.

Let us take a point P at xn on the interface. In Figure 2.12, the point P is
shown very close to the interface. Let us assume that this point is now moved
to the interface. Let there be N point sources (ym, m = 1, 2, … N ) on the
transducer surface and M points (xn, n = 1, 2, … M) on the interface where
the boundary conditions should be satisfied. If the boundary conditions
are to be satisfied for three components of velocity at all M points, then
there are a total of 3M boundary conditions. 

Velocity components at M interface points due to ray 1 only (ignoring
reflection) can be easily obtained from the N triplet sources in the following
manner (see Equation 2.15k):

(2.52)

where  is the 3M ¥ 1 vector of the velocity components at the target points
(xn) on the interface due to the incident beam only.  is the 3N ¥ 1 vector
of the point source strengths on the transducer surface. Because of the triplet
type source, there are three point sources inside every small sphere. The
normal velocity component (v0) at the transducer surface is known. As a
result,  can be obtained from Equation 2.15h or Equation 2.15j.  is the

FIGURE 2.12
Point P can receive two rays, 1 and 2, from a single point source ym.
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Modeling of Ultrasonic Field by Distributed Point Source Method 173

3M ¥ 3N matrix that relates the two vectors  and  of Equation 2.52. The
components of  are identical to those for MTS given in Equation 2.15l. 

In Equation 2.52 and subsequent equations, the superscripts and subscripts
are defined as follows:

Superscripts
i  — direct incident ray
r — reflected ray
t  — transmitted ray

Subscripts
S — ultrasonic source or transducer points
I  — interface points
T — target points or observation points (These points can be placed

anywhere - in fluid 1, fluid 2, on the transducer surface, or on
the interface.)

For the reflected field computation at the interface, the velocity vector and
the source strength vector are computed in a similar manner:

(2.53)

where  is the 3M ¥ 1 vector of the three velocity components at the target
points (xn) on the interface due to the reflected beam only (ray 2 of Figure
2.12) and  is the 3M ¥ 3N matrix that relates the two vectors  and  of
Equation 2.53. Components of  can be obtained by multiplying  by
appropriate reflection coefficients, given in Equation 2.37. 

Next we would like to obtain the same  vector from the 3M point sources
distributed along the interface. Within each sphere shown in Figure 2.12
three point sources or triplet (see Figure 2.8) are placed; thus from M spheres
one gets 3M sources. The interface point sources are located around the
centers of the small spheres of Figure 2.12, and three sources of each triplet
are placed parallel to the interface. Points xn are located on the surface of
the small spheres.  at M points, generated by the 3M sources at the
interface, can be written as

(2.54)

where  is the 3M ¥ 1 vector, same as in Equation 2.53 and  is the 3M ¥ 1
vector of the strength of interface sources; this vector is unknown.  is the
3M ¥ 3M matrix that relates the 2 vectors  and  of Equation 2.54. The
components of  are similar to those for MSS given in Equation 2.15f and
MTS of Equation 2.15l. Two variables,  and , for  computation can be
obtained after knowing the point source coordinates zm (m = 1, 2, … 3M)
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174 Ultrasonic Nondestructive Evaluation

distributed along the interface, and coordinates xn (n = 1, 2, … M) of the
interface points.

From Equation 2.53 and Equation 2.54 

(2.55)

Equation 2.55 gives the strength of the interface sources. After obtaining
the interface source strengths, the ultrasonic field at any set of target points
xn (n = 1, 2, … NT) between the transducer face and interface can be obtained
by adding the contributions of the incident waves from the two layers of
point sources at the transducer face and interface as shown in Figure 2.11.
In other words, a field at any point can be obtained by adding the expres-
sions, given in Equation 2.52 and Equation 2.54.

(2.56a)

The only difference between the two components of Equation 2.56a and
those in Equation 2.52 and Equation 2.54 is in the definitions of  and
for  and . In Equation 2.52 and Equation 2.54 the target points are
located on the interface, while in Equation 2.56a the target points are in
between the transducer face and the interface. Therefore, the values of
and  will change accordingly. As mentioned earlier,  is the distance
between the m-th point source and n-th target point, and  are the three
components of .

2.5.1.1 Approximations in Computing the Field

The approximation of the above section in deriving Equation 2.56a is that
the presence of the interface does not affect the source strength vector .
Note that  of Equation 2.52 is computed from Equation 2.15h or Equation
2.15j. With this assumption, the velocity vector computed on the transducer
surface, using Equation 2.56a, will give a different value than v0. If the
interface is close to the transducer surface then the transducer surface veloc-
ity will be significantly different from v0 because of the interface effect.

To make sure that the velocity vector on the interface is equal to a constant
(v0) in the x3-direction and zero in x1- and x2-directions, the following for-
mulation is followed. 

Similar to the previous section, it is again assumed that there are N triplet
sources on the transducer surface and M sources along the interface. Velocity
vector on the transducer surface, due to the point sources representing the
transducer effect only, can be obtained from Equation 2.52:

(2.56b)
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Modeling of Ultrasonic Field by Distributed Point Source Method 175

 is the (3N ¥ 1) vector of the velocity components at the transducer
surface,  is the 3N ¥ 1 vector of the point source strengths distributed over
the transducer face, and  is the 3N ¥ 3N matrix that is identical to the
one given in Equation 2.15f. 

In the same manner, velocity components on the transducer surface due
to the interface sources are given by

(2.56c)

The above equation is obtained from Equation 2.54 when the target points
are placed on the transducer surface. Here,  is a 3N ¥ 1 vector of the velocity
components at N points on the transducer surface,  is the (3M ¥ 1) vector
of the interface source strengths, and  is the 3N ¥ 3M matrix that is similar
to the one given in Equation 2.15l. 

Adding Equation 2.56b and Equation 2.56c, the total velocity at the trans-
ducer surface is obtained:

(2.56d)

Substituting Equation 2.55 into Equation 2.56d we get

(2.56e)

or

(2.56f)

where 

(2.56g)

If  is computed from Equation 2.56f instead of Equation 2.15h, then the
constant velocity at the transducer surface is guaranteed even when the
interface is located very close to the transducer surface.

2.5.2 Field in Fluid 2 

For ultrasonic field computation in fluid 2, only one layer of point sources,
adjacent to the interface, is considered (see Figure 2.13). The total field at x
should be the superposition of fields generatedby all these point sources,
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176 Ultrasonic Nondestructive Evaluation

located at various distances from x, as shown by the dotted lines in the figure.
Strengths of these sources are obtained as before by equating the velocity
components computed by the point sources, distributed along the interface,
to those obtained from the transmitted wave contribution. 

After following an analysis similar to that outlined in Section 2.5.1,
strengths of the interface point sources in this case can be obtained from the
relation (see Equation 2.55):

  (2.57)

where  is the 3M ¥ 1 vector of the interface source strengths,  is the 3M
¥ 3M matrix that relates the two vectors  and , and  is the 3M ¥ 3N
matrix relating the velocity vector  at the interface points, and  is the
source strength vector for point sources distributed along the transducer face.

In this case, the equations relating the interface velocity components to
the transducer source strengths and interface source strengths are similar to
Equation 2.53 and Equation 2.54 and can be written as follows:

(2.58)

(2.59)

After computing the interface source strengths using Equation 2.57, the
ultrasonic field at any new target points xn (n = 1, 2, … NT) on the right side of

FIGURE 2.13
One layer of point sources (at the center of small circles) for computing the ultrasonic field in
fluid 2.
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Modeling of Ultrasonic Field by Distributed Point Source Method 177

the interface (or in fluid 2) can be obtained from Equation 2.59. While com-
puting the field at new points, appropriate changes in the values of  and

 appearing in matrix  should be taken into account. As mentioned
earlier,  is the distance between the m-th point source and n-th target point,
and  are the three components of .

2.6 Ultrasonic Field in Presence of a Scatterer

The DPSM technique is then applied to the model ultrasonic field near a
scatterer of finite dimensions for which no closed form analytical solution
exists. Problem geometry showing the transducer and scatterer is given in
Figure 2.14.

To compute the ultrasonic field in front of a scatterer (left of the scatterer),
point sources are distributed along the transducer face and the solid-fluid
interface as well as along the imaginary interface (extending the front face
of the solid scatterer, shown by the dotted line in Figure 2.14). Triplet sources
are located around the centers of the small spheres. The strength of the point
sources on the transducer face is known from the normal velocity component
(v0) of the transducer surface (Equation 2.15j or Equation 2.56f). The strength
of the point sources distributed along the real and imaginary interface is not
known. This is carried out in a manner similar to the one described in
Section 2.5.1. The only difference here is that in Equation 2.53  must be
obtained by multiplying  by appropriate reflection coefficients. The tech-
nique to compute the reflection coefficient for this case differs from the one
given in Section 2.5.1. In the previous case, the same expression of the
reflection coefficient (Equation 2.37) was used for all interface points xn.
However for this problem geometry when the interface points xn are located
on the scatterer surface, then the reflection coefficient for a solid plate
immersed in a fluid (Chapter 1, Equation 1.233a) should be used. However,
when the interface points xn are located on the dotted line, along the imag-
inary interface between two identical fluids, then the reflection coefficient
should be zero. Except for this difference in the reflection coefficient defini-
tion the steps to compute the interface source strengths for these two problem
geometries are identical, and the source strength vector can be obtained from
Equation 2.55

For computing the ultrasonic field behind the scatterer, or on the right side
of the dotted line, the point sources should be taken as shown in Figure 2.15.
Note that now some of the point sources are aligned with the right edge of

xjm
n

rm
n MTI

i

rm
n

xjm
n rm

n

MTS
r

MTS
i

A M V M M AI TI
i

T
r

TI
i

TS
r

S= [ ] = [ ]Ê
Ë

�
¯

- -1 1

1462.book  Page 177  Monday, December 1, 2003  3:06 PM

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



178 Ultrasonic Nondestructive Evaluation

the scatterer, while the rest are aligned with the imaginary interface along
the left edge, and marked by the dotted line. For thin scatterers these two
planes coincide. 

Following similar steps as in Section 2.5.2, the strengths of the interface
point sources in this case can be obtained from Equation 2.57

where  is the 3M ¥ 1 vector of the interface source strengths,  is the
3M ¥ 3M matrix that relates the velocity vector  at the interface points xn

to the interface source strengths , and  is the (3M ¥ 3N) matrix that
relates the velocity vector  at the interface points to the transducer source
strength vector .

In this case equations relating the interface velocity components to the
transducer source strengths and interface source strengths are similar to
Equation 2.53 and Equation 2.54 and can be written as

 

After computing the interface source strengths using Equation 2.57, the
ultrasonic field at any new target points xn (n = 1, 2, … NT) on the right side

FIGURE 2.14
A finite solid scatter immersed in a fluid in front of a transducer face.
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of the interface can be obtained from Equation 2.59. For computing the field
at new points, appropriate changes in the values of  and  appearing in
matrix  should be taken into account. As mentioned earlier,  is the
distance between the m-th point source and n-th target point, and  are the
three components of .

FIGURE 2.15
A finite solid scatter immersed in a fluid in front of a transducer face — distribution of interface
sources for computing ultrasonic field in fluid 2.

FIGURE 2.16
Ultrasonic transducer in front of a fluid-solid interface — incident and reflected P-waves in
the fluid medium and transmitted P- and S-waves in the solid medium are shown.
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2.7 Ultrasonic Field in Presence of a Fluid-Solid Interface

Up to this point we have computed the ultrasonic field in the fluid medium
only. Three cases that have been considered so far are homogeneous fluid
(Section 2.2 and Section 2.3), two fluids with an interface (Section 2.4 and
Section 2.5), and a solid inclusion in a homogeneous fluid (Section 2.6). Even
for the solid inclusion case (Section 2.6), only the ultrasonic field in the fluid
medium has been computed. Now let us compute the field inside the solid.
The problem geometry considered here is shown in Figure 2.16; it is similar
to the ones shown in Figure 2.10 through Figure 2.13; the only difference is
that fluid 2 in those figures is replaced here by a solid medium, while fluid 1
and transducer locations remain unchanged. 

2.7.1 Ultrasonic Field in Fluid 

The steps for computing the ultrasonic field inside the fluid for the problem
geometry of Figure 2.16 are similar to the steps described in Section 2.4.1
(the surface integral technique) and Section 2.5.1 (the DPSM technique). The
only difference is that in Section 2.4.1 and Section 2.5.1 the reflection coefficient
was for the fluid-fluid interface, and now it should be for the fluid-solid inter-
face. Therefore, Equation 2.37 should be replaced by the reflection coefficient
for the fluid-solid interface with Equation 1.228d or Equation 1.228g in
Chapter 1. When the transmission angles become imaginary, then it is easier
to use Equation 1.228d.

FIGURE 2.17
Transducer immersed in a fluid in front of a fluid-solid interface.
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2.7.2 Ultrasonic Field in Solid

Computation of the ultrasonic field inside the solid medium is more cum-
bersome. When longitudinal waves strike a fluid-solid interface, both longi-
tudinal (P) and shear (S) waves are generated in the solid (see Figure 2.16),
unlike the fluid-fluid interface where only longitudinal waves are generated.
Thus, if we are interested in computing the ultrasonic field at a point inside
the solid medium for a specific point source on the transducer surface, we
need to consider contributions of two rays: one generating the P-wave and
the second one generating the S-wave, as shown in Figure 2.17. 

In Figure 2.17 only the transmitted waves, traveling from point C on
the transducer face to point Q in the solid medium, are shown. One ray
travels along the path CTPQ, and the second ray path is CTSQ. The ray
traveling a distance R1P from C to TP strikes the interface with an incident
angle q1P. It should generate one reflected P-wave ray and two transmit-
ted rays corresponding to P- and S-waves in the solid. To keep the figure
simple, only the transmitted P-wave ray is shown traveling a distance of
R2P to point Q. Since the transmitted S-wave generated at point TP has a
different transmission angle, it cannot reach point Q for this incident
angle and is not shown. However, for another incident angle q1S, the
transmitted S-wave will reach point Q. For this incident angle, the trans-
mitted P-wave cannot reach point Q and is not shown. If points C and
Q are fixed, then only two rays can contribute to the ultrasonic field at
point Q. It should be mentioned here that P- and S-wave path lengths in
the solid are denoted by R2P and R2S, respectively; both R1P and R1S in the
fluid medium represent P-wave path lengths. Subscripts P and S of R1

indicate what type of transmitted waves (P or S) in the solid reach point
Q for the P-wave path in the fluid.

Mathematical steps similar to the ones described in Section 2.4.2 are now
followed to compute the ultrasonic field at point Q.

Let us define four vectors , , , and  where  = CTP,  = CTS,
 = TPQ, and  = TSQ:

(2.60)

Note that the magnitudes of vectors , , , and  are R1P, R1S, R2P, and
R2S, respectively.
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(2.61)

Unit vectors 
Unit vector  normal to the interface is given by

Note that for an inclined interface 

From the problem geometry shown in Figure 2.17 one can write

(2.62)
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From Equation 2.60, Equation 2.62, and Equation 2.63 we get

(2.64)

and

(2.65)

or

(2.66)

Similarly,

(2.67)

In Equation 2.65 through Equation 2.67 and in subsequent equations sub-
script  indicates one set of equations with subscript P and another set of
equations with subscript S. Since  are located on the same plane
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where  and  are the unit vectors normal to the planes containing
and , respectively.

From Equation 2.68 and Snell’s law (see Chapter 1, Equation 1.204) one
can write

(2.69)

or

(2.70)

z1P/S and z2P/S are obtained from Equation 2.70 by minimizing the following
error function:

(2.71)

E of Equation 2.71 are minimized by some optimization technique such as
simplex algorithm. In MATLAB code the fminsearch function can be used for
this purpose. After obtaining z1P/S and z2P/S all angles of incidence and trans-
mission can be evaluated from Equation 2.61 and Equation 2.64. Then the
P- and S-wave potentials at point Q are obtained in the following manner.

Let the ultrasonic field in the fluid medium be expressed in terms of the
fluid pressure. From Equation 2.6a and Equation 2.16 the pressure fields
generated by the source point C (see Figure 2.17) at the interface points TP
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(2.72)

where v0 is the transducer surface velocity in the direction normal to the
transducer face and dS is the elemental area of the point source at point C.

Two pressure waves of Equation 2.72 strike the fluid-solid interface at
angles q1P and q1S, respectively. Transmission coefficients for P- and S-wave
generation in the solid, for a P-wave striking the fluid-solid interface
from the fluid side, are given in Chapter 1, Equations 1.228n, c, e, i, and j.
Equation 1.228n gives the relation between two sets of transmission and
reflection coefficients:

Coefficients with the superscript (*) are for the incident field expressed in
terms of the fluid pressure; and the coefficients without the superscript is
for the incident field expressed in terms of wave potentials. In both cases,
elastic waves in the solid are expressed in terms of the P- and S-wave
potentials only. After multiplying the pressure fields of Equation 2.72 by
appropriate transmission coefficients of Equation 1.228n, one gets the P- and
S-wave potentials in the solid at points TP and TS (Figure 2.17), respectively.
To obtain P and S wave potentials at point Q one must multiply the P- and
S-wave potentials in the solid at points TP and TS by appropriate wave
propagation terms, to mathematically represent the propagating P- and S-
waves along the path lengths R2P and R2S (Figure 2.17), respectively. Finally,
from the wave potential terms the displacement components are obtained
by taking derivatives of the potentials (see Chapter 1, Equation 1.91, Equation
1.100, and Equation 1.101).

After going through these steps the final expression of the displacement
field in the solid will have the following form (Schmerr, 1998):
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(2.73)

where  and  are unit vectors in the direction TPQ and normal to the
direction TSQ, respectively. In other words,  and  are polarization unit
vectors in the direction of the particle displacements for propagating P- and
S-waves, respectively. Transmission coefficients  and  are obtained from
Chapter 1, Equations 1.228n, c, e, i, and j, as shown below. Note that the
integrands of Equation 2.73 are similar to the integrand of Equation 2.50. 
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(2.75b)

Expressions of TP given in Equation 2.74 and Equation 1.228c and Equation
1.228i are identical. However, signs of TS given in Equations 2.71 and 1.227d, i
are different. This change of sign is the result of the change of the coordinate
direction relative to the wave propagation direction. In Chapter 1, Figure
1.36, the incident and transmitted waves are propagating in the negative x2-
direction, while in Figure 2.17, these waves are propagating in the positive
x3-direction. In Chapter 1, after Equation 1.228j, it has been mentioned and
can be easily verified that the signs of some transmission coefficients change
if one changes the direction of the coordinate axis.

2.7.3 Transducer Surface Inclined to the Fluid–Solid Interface

If the transducer has some inclination relative to the interface as shown in
Figure 2.18, such that the central axis of the transducer is not normal to the
interface, then the basic steps of the analysis described in Section 2.7.1 and
Section 2.7.2 do not change. The only difference in the analysis between the
two problem geometries of Figure 2.17 and Figure 2.18 is that for the problem
geometry of Figure 2.17, y3 = 0 or constant for all point sources on the
transducer surface, but that is not the case for Figure 2.18. Therefore, the
inclined incidence case can be modeled in the same manner with minor
modifications in the formulation. 

2.8 Numerical Results

Sections 2.1 through Section 2.7 describe the theory of the ultrasonic field
modeling by using the DPSM technique in homogeneous and nonhomoge-
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188 Ultrasonic Nondestructive Evaluation

neous fluids and in the fluid-solid media. Based on this theory the authors have
developed a number of MATLAB computer codes to model the ultrasonic
fields generated by the ultrasonic transducers of finite dimension that are
immersed in a fluid. In the simplest case, the transducer is immersed in a
homogeneous fluid. More complex problem geometries involve two fluids
with a plane interface, fluid-solid medium with a plane interface, and a solid
scatterer of finite size immersed in a homogeneous fluid. The numerical
results clearly show how the ultrasonic field decays as the distance from the
transducer increases, and the field becomes more collimated as the size of
the transducer increases. It also shows that the field is reflected and trans-
mitted at an interface, and how a finite size scatterer can give rise to the
reflection, transmission, and diffraction of the incident field. A sample com-
puter code is placed on the publisher’s Web site (http://www.crcpress.com)
as well as a brief description of the code, so that the readers can run the
MATLAB code and reproduce some of the results presented here and also
generate new results for other problem geometries.

2.8.1 Ultrasonic Field in a Homogeneous Fluid

In this example the ultrasonic field in front of a flat circular, flat rectangular,
and concave circular transducer faces, are generated. The transducer front
face geometries are shown in Figure 2.19. The area of the flat transducer face
is 5 mm2 for both circular and square transducers. Note that a 0.1-in. diameter
circular transducer gives an area of 5 mm2. A concave transducer face has
different dimensions; its diameter is 12.7 mm (0.5 in.), and its radius of
curvature is 8 mm. All of the dimensions in the figure are given in meter,
but the scales are not necessarily the same in the horizontal and vertical
directions. These three transducers are denoted as circular, square, and
focused transducers. Note that the flat transducer face is located on the xy-
plane. We would like to compute the ultrasonic field in front of the trans-

FIGURE 2.18
Transducer surface is not parallel to the fluid-solid interface.
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Modeling of Ultrasonic Field by Distributed Point Source Method 189

ducer face in the xz- or the yz-plane. Both xz- and yz-planes are planes of
symmetry and are perpendicular to each other.

The ultrasonic pressure field variations along the xz- and yz-planes in front
of the transducer face are shown in Figure 2.20 for 1-MHz frequency of the
transducers. The top-left and top-right images of this figure are for the
circular and square transducers, respectively. The field is less collimated for
the square transducer. For both transducer geometries the ultrasonic field
has a number of peaks (or maxima denoted by the red color) and dips (or
minima denoted by the blue color) along the central axis (z-axis) of the
transducer near the transducer face. The peaks and dips are a result of
constructive and destructive interferences between the fields generated by
different point sources on the transducer face.

For the concave transducer the field intensity increases as we approach
the focal point. The focal point is at a distance of 8 mm from the transducer
face, while the plot is shown for a distance varying from 3 to 6 mm.

It should be mentioned here that the focused transducer surface area is 25
times that of the flat transducers. To maintain the same spacing between

FIGURE 2.19
Distribution of the point sources at the front face of a flat circular (top left) and flat square (top
right) transducer. Bottom figure: side view of the concavefront face of a transducer.
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190 Ultrasonic Nondestructive Evaluation

neighboring point sources (see Section 2.2.3), the number of point sources
for the focused transducer is made about 25 times that of the flat transducers.
Thus the number of point sources for the focused transducer is 6470, while
for the flat transducers the two numbers are 256 and 259, respectively.

Variations of the pressure field along the z-axis, in front of the transducer
face, are clearly shown in Figure 2.21. The top two figures are for the circular
and square transducers and the bottom figure is for the focused transducer.
The analytical solutions (Equation 2.6a for the flat circular transducer and
Equation 2.22 for the focused transducer) give results that are very close to
the one obtained by the DPSM technique (Equation 2.15k; see Figure 2.21).
Three peaks between 0 and 4 mm along the z-axis, in Figure 2.21 correspond
for both circular and square transducers to the three dots in Figure 2.20 along
the central axis of the ultrasonic beam. 

FIGURE 2.20
Ultrasonic pressure fields generated by a circular (top left), a square (top right), and a concave
circular (bottom) transducer. Transducer face geometries are shown in Figure 2.19. Transducer
frequency is 1 MHz. The surface area of the flat transducers is 5 mm2. The concave transducer
has a radius of curvature of 8 mm, and the diameter of its periphery is 12.7 mm. The number
of point sources is 259 for the top-left figure, 256 for the top-right figure, and 6470 for the bottom
figure. The ultrasonic field is plotted up to an axial distance of 6 mm. Note that the focal point
for the concave transducer is at a distance of 8 mm, which is beyond the plotted region.
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Modeling of Ultrasonic Field by Distributed Point Source Method 191

Example 2.4

Check whether Equation 2.20 is satisfied for the flat circular cylinder with
259 point sources. 

SOLUTION

The area for each point source (AS) is computed from the surface area of
the transducer face in the following manner:

Because  (see Figure 2.7 and also the discussion between
Equation 2.19 and Equation 2.20) we can write

From the wavelength (lf ), wave speed (cf ) and frequency (f ) relation,
we get the wavelength in water for 1-MHz frequency

  

From Equation 2.20 we get

  

Because rS = 0.0558 mm, the above condition is satisfied.

Pressure field variations in front of the transducer face along the xz-plane
for the three transducer geometries of Figure 2.19 are shown in Figure 2.22.
In this figure one can clearly see how the pressure field oscillates near the
transducer face and decays laterally (in the positive and negative x-directions)
and axially (in the z-direction) for the flat transducers. For the focused
transducer a clear peak can be observed near the focal point. Contour plots
for the pressure field variations in the xz-plane for the same three transducer
geometries are shown in Figure 2.23.
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192 Ultrasonic Nondestructive Evaluation

Figure 2.24 shows the effect of increasing the number of point sources. As
more sources are considered, the computed field becomes smoother. Since
the oscillating velocity amplitudes at the transducer surface are different for
the left and right columns of this figure, as well as the scales along the vertical
axes, the numerical values in the two columns should not be compared. A
comparison of the relative variations of the pressure fields between the two
columns clearly demonstrates the effect of the increasing number of point
sources on the computed pressure field.

The effect of the presence of a small circular hole at the center of a 2.54-mm
(0.1-in.) diameter flat circular transducer is shown in Figure 2.25. The pres-
sure field in the xz-plane (top right plot of Figure 2.25) is very similar to the
one given in Figure 2.23 (top left). Therefore, a small hole at the center of a
flat circular transducer does not significantly affect the generated pressure
field in the fluid. The bottom two plots of Figure 2.25 show the pressure and
normal velocity (Vz) variations in the xy-plane, very close to the transducer
surface. It should be noted here that an oscillating pattern is present in the
pressure plot but not in the velocity plot. Theoretically, the velocity compo-

FIGURE 2.21
Ultrasonic pressure fields generated by circular (left top), square (right top), and focused (bottom)
transducers. Thin dashed curves in left top and bottom figures have been generated by the closed
form expressions (Equation 2.6c for the flat circular transducer and Equation 2.22 for the focused
transducer). Continuous curves are obtained by the DPSM technique (Equation 2.15k).
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Modeling of Ultrasonic Field by Distributed Point Source Method 193

nent should be a constant and equal to v0 on the transducer surface; see
Equation 2.6a and Equation 2.15d. A small level of noise in the velocity plot
exists due to the numerical error.

2.8.2 Ultrasonic Field in a Nonhomogeneous Fluid  — DPSM Technique

The pressure field generated by a circular transducer placed parallel to the
interface of two fluids is computed. As before, the transducer frequency is
set at 1 MHz and its diameter is 2.54 mm. The distance between the transducer
face and the interface between two fluids is 10 mm. The transducer is immersed
in fluid 1 (P-wave speed = 1.49 km/sec; density = 1 gm/cm3). The P-wave
speed and density of fluid 2 are set at 2 km/sec and 1.5 gm/cm3, respectively.

One hundred point sources are used to model the transducer surface and
four hundred point sources (each point source is a triplet source) model the
interface effect (see Figure 2.11 and Figure 2.12). Point sources distributed
over the interface, which are also called target sources, are distributed over
a square area of 20-mm side length. The interface source positions change
when computing the acoustic fields in fluids 1 and 2. 

FIGURE 2.22
Ultrasonic pressure fields in the xz-plane are generated by circular (left top), square (right top),
and focused (bottom) transducers. The central axis of the transducer coincides with the z-axis.
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194 Ultrasonic Nondestructive Evaluation

Pressure fields computed in the two fluids are plotted in Figure 2.26. Note
how the pressure variation in the xy plane is changed, as the distance of the
xy-plane from the transducer surface is increased from 0 (middle left figure)
to 10 mm (bottom left figure). Pressure variations in the xz-plane in both
fluids are shown as a contour plot (top right) and a surface plot (middle
right). Pressure along the z-axis is plotted in the bottom right figure. Oscil-
lations in the acoustic pressure in fluid 1 are the effects of constructive and
destructive interferences between two rays that can reach a point in fluid 1.
The first ray travels from the transducer face to the point of interest, and the
second ray reaches the same point after being reflected at the interface (see
Figure 2.10). 

Pressure and velocity variations in the two fluids for an inclined transducer
(inclination angle = 20∞) are shown in Figure 2.27. The fluid properties and
the transducer dimension are the same as those in this figure and Figure 2.26.
The only difference between the problem geometries of Figure 2.26 and
Figure 2.27 is that in Figure 2.26 the transducer face is parallel to the interface
and in Figure 2.27 it is inclined.

From Snell’s law the transmission angle in the second fluid can be computed:

FIGURE 2.23
Contour plots for the ultrasonic pressure fields in the xz-plane are generated by circular (left
top), square (right top), and focused (bottom) transducers. This figure is the same as Figure 2.22,
but contour plots are given here instead of surface plots.
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 o 

Incident and transmission angles, measured from the middle left plot of
Figure 2.27, give values close to 20∞ and 27.33∞, respectively. Note that the
Vz variation (bottom right) and the pressure variation (middle right) in the
two fluids are similar.

2.8.3 Ultrasonic Field in a Nonhomogeneous Fluid  — Surface 
Integral Method

The ultrasonic field in the nonhomogeneous fluid can also be computed by
the conventional surface integral technique instead of the DPSM technique.
Unlike the DPSM technique, in the surface integral method the fluid–fluid
interface is not modeled by the distributed point sources. Here only the
transducer surface is discretized into the distributed point sources. In this
method, the pressure fields in fluids 1 and 2 are computed by Equation 2.35

FIGURE 2.24
Pressure variations in the xz-plane (top row) and xy-plane, close to the transducer surface
(bottom row) for a rectangular transducer. Left (256 point sources) and right (1296 point sources)
columns correspond to two different discretizations of the transducer surface and two different
transducer velocity amplitudes, v0 of Equation 2.6a.
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196 Ultrasonic Nondestructive Evaluation

and Equation 2.50, respectively. The theory of this computation is given in
Section 2.4 while the theory of the DPSM computation is given in Section
2.5. Figure 2.28 shows the pressure field along the z-axis in fluids 1 and 2,
computed by the surface integral technique. A comparison of Figure 2.28 with
the bottom-right plot of Figure 2.26 shows a perfect match between the results
obtained by these two methods.

2.8.4 Ultrasonic Field in Presence of a Finite Size Scatterer 

Following the theory described in Section 2.6, a computer code has been
developed to compute the ultrasonic pressure field in the presence of a finite
size scatterer. This computer code is used to solve the problem of ultrasonic
field scattering by a finite size steel plate, immersed in water. The problem
geometry is shown in Figure 2.29. A finite size thin steel plate (1 mm thick)
is placed at the interface between two fluids: fluid 1 and fluid 2. The results are
presented for the case in which both fluids are water. Scattered fields are com-
puted for a large plate (20 ¥ 20 mm, shown by the dashed line in Figure 2.29),
and for a small plate (5 ¥ 5 mm, shown by the solid line in Figure 2.29). 

FIGURE 2.25
Top left: Circular transducer with a small hole at the center is modeled by 1040 point sources; top
right: pressure field in the xz plane; bottom left: pressure field in the xy plane, close to the transducer
surface; bottom right: normal velocity component (Vz) in the xy-plane, close to the transducer
surface.

Repartition des sourcesx 10−3

x 10−3
x 10−3

Pression acoustique dans le plan XoZ (n = 1040 sources)x 10−3

x 10−3 x 10−3

x 10−3 x 10−3

1

0.5

−0.5

−1

−1 −0.5

0

0 10.5

14

12

10

8

6

4

2

−2 −1 0 1 2
axe X

axe Xaxe X

axe X

axe Y axe Y

ax
e 

Y

ax
e 

Z

4000

2000

0
3

3

2 2

1
1

−1 −1
−2 −2

−3 −3

0

3
2

1

−1
−2

−3

0 0

3
2

1

−1

−2
−3

0

2

1

0

Pression acoustique  dans le plan XoY (n = 1040 sources) Composante Vz dans le plan XoY (n = 1040 sources)

1462.book  Page 196  Monday, December 1, 2003  3:06 PM

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



Modeling of Ultrasonic Field by Distributed Point Source Method 197

The ultrasonic beam, generated by a 6.28-mm diameter cylindrical trans-
ducer, strikes the plate at an angle qi = 25∞ and 38.37∞. Signal frequency is
1 MHz. The ultrasonic fields for these two striking angles are computed and

FIGURE 2.26
Circular transducer in a nonhomogeneous fluid. Top left: 2.54 mm diameter transducer modeled
by 100 point sources; middle left: acoustic pressure in the xy-plane, close to the transducer
surface (z ~ 0 mm); bottom left: acoustic pressure in the xy plane in fluid 1 at the interface
position (z = 10 mm); top right: contour plot of the pressure variation in fluid 1 (z = 0 to 10
mm) and fluid 2 (z = 10 to 20 mm); middle right: surface plot of the pressure variation in fluid
1 (z = 0 to 10 mm) and fluid 2 (z = 10 to 20 mm); bottom right: pressure variation along the z-
axis in fluid 1 (z = 0 to 10 mm) and fluid 2 (z = 10 to 20 mm).
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plotted in Figure 2.30 and Figure 2.31, respectively (Placko et al., 2003).
Material properties for this computation are shown in Table 2.1.

The plate is placed at a distance of 10 mm from the transducer face. Thirty-
two point sources distributed slightly behind the transducer face (see Figure 2.7)
model the transducer. 

FIGURE 2.27
Top left: Inclined transducer face modeled with 100 point sources, angle between the interface
and the transducer face is 20∞; top right: acoustic pressure in the xy-plane in fluid 1 at the
interface position (z = 10 mm); middle left: contour plot of the pressure field variation in fluid
1 (z = 1 to 10 mm) and fluid 2 (z = 10 to 20 mm); middle right: surface plot of the pressure field
variation in fluid 1 (z = 1 to 10 mm) and fluid 2 (z = 10 to 20 mm); bottom left: pressure variation
along the z-axis in fluid 1 (z = 1 to 10 mm) and fluid 2 (z = 10 to 20 mm); bottom right: surface
plot of the velocity (Vz) variation in fluid 1 (z = 1 to 10 mm) and fluid 2 (z = 10 to 20 mm).
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Note that in both Figure 2.30 and Figure 2.31, scattered fields behind
the steel plate are much stronger for the small plate than that for the
large plate. For the large steel plate very little acoustic energy is trans-
mitted into the fluid, behind the plate, because of the large impedance
mismatch between the steel plate and the water. It should also be noted
that in addition to the transmitted field, the reflected field for the large
plate is also relatively weaker. The weak specular reflection for the large
plate is more evident in Figure 2.31. A specular reflected beam is the
reflected beam in the position predicted by the optics theory. The probable
cause for a weak specular reflection by the large plate is that part of the
ultrasonic energy generates leaky guided waves in the plate and propa-
gates away from the striking zone. Therefore, less energy is specularly
reflected by the larger plate. In Figure 2.32 we can see that for a 38.37∞
incident angle a guided wave mode is generated; less energy is specularly
reflected for this incident angle when the plate is large. 

As discussed above, the semianalytical/numerical techniques given in this
chapter are useful for modeling the ultrasonic field generated by a finite size
ultrasonic transducer for finite size specimens and in the presence of inclu-
sions and cracks of finite dimensions. 

FIGURE 2.28
Pressure variation along the z-axis in fluid 1 (left) and fluid 2 (right).

TABLE 2.1

Water and Steel Properties for the Results Presented in 
Figure 2.30 through Figure 2.32

Material &
Properties

P-wave Speed
(km/sec)

S-wave Speed 
(km/sec)

Density 
(gm/cm3)

Steel 5.96 3.26 7.93
Water 1.49  — 1
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FIGURE 2.29
A bounded ultrasonic beam from an inclined transducer strikes a finite steel plate immersed
in water at an angle qi (fluid 1 = fluid 2 = water).

FIGURE 2.30
Total ultrasonic pressure distributions (incident plus scattered fields) near a steel plate scatterer,
immersed in water. Left and right columns are for large (20 ¥ 20 mm) and small (5 ¥ 5 mm)
plates, respectively. Incident angle is 25∞. In top and bottom rows, the same pressure fields are
plotted in two different ways.
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FIGURE 2.31
This figure is the same as Figure 2.30, but these plots are for a 38.37∞ angle of incidence.

FIGURE 2.32
Dispersion curves for 1-mm thick steel plate (properties given in Table 2.1). Phase velocities
corresponding to the two striking angles of Figure 2.30 (25∞) and Figure 2.31 (38.37∞) are shown.
Note that the 38.37∞ incidence is capable of generating guided wave in the plate.
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Globally competitive industries need efficient, reliable, and accurate inspection
methods. While all nondestructive evaluation (NDE) methods offer partic-
ular capabilities suitable for special needs, ultrasonics has wide-ranging
capabilities and is most adaptable to automation and flaw characterization.
Ultrasound is able to interrogate both the surface and interior of a part.
Moreover, a wide variety of waves with various particle motions and fre-
quencies give almost unbounded capabilities for ultrasound. Limitations of
ultrasound often are based on the physical properties of the material being
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inspected, the need for a physical couplant, and the training of the inspectors
and supervisors. Suitable applications of ultrasound are very dependent on
knowledgeable engineers and inspectors.

Ultrasound in the 1990s accounted for 28% of the NDE marketplace, over
twice the market share of the 1950s (Wells, 1994). Table 3.1 shows the distribu-
tion of NDE users in the 1990s, with the majority of the users in the aerospace
industry, followed by the automotive, metals, utilities, and petrochemical
industries. While none of these industrial groups has shown significant
growth in recent years, the overall worldwide market is significant and was
estimated to be $960 million in the 1990s. The market trends above did not
include the electronics industry, which has become significant. 

The opportunity for ultrasound to be used in automated inspection systems,
and to offer improved flaw characterization as needed for more stringent
fitness for service and code requirements indicates that there should be
growth in the design and manufacture of ultrasonic systems. 

Initially, ultrasound was mostly used for flaw detection and characteriza-
tion. Since the ultrasonic wave speeds are elastic constants, ultrasonic appli-
cations have evolved into a variety of material characterization processes.
In addition to attenuation data indicating stress corrosion cracking (SCC),
for example, wave speed measurements are capable of indicating texture
and elastic properties in crystalline materials as well as stress in a variety of
solids. Hardness and grain size determination are among the capabilities of
ultrasonic measurements.

Because of the opportunities in ultrasonic systems engineering, the mate-
rial to follow is focused on automated and handheld devices and systems.
Specific techniques will be discussed only briefly, with some specific industrial
applications described dealing with automated inspection, time-of-flight
(TOF), and phased arrays as applied to flaw characterization. Data analysis
for bond integrity determination as well as pipe, pipelines, and aircraft
inspection are included. In general, a discussion of individual, small com-
ponent inspection has been omitted from this chapter. Examples of such
components are automotive crankshafts and engine blocks, flow control
valves used in chemical processes, and aircraft clevises and pins. While these
items are important NDE subjects, they are not included here.

 

TABLE 3.1

 

Worldwide NDE Market in the 1990s

 

Industry
Distribution of NDE

Users (%)

 

Aerospace 26
Automotive 15
Metals 15
Utilities 14
Petrochemical 10
Others 20

 

Source:

 

 Adapted from Wells, C.D., 

 

Insight

 

, 36, 1994. 
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The reader should note that in-depth presentations of various ultrasonic
techniques also have been avoided in this chapter since extensive coverage
occurs elsewhere in the volume. For example, Chapter 4 and Chapter 5
discuss guided waves applied to plates and pipes, while Chapter 7 and
Chapter 8 cover laser ultrasonics and electromagnetic-acoustic transducers
(EMATs). These important topics deserve extensive coverage. Other chapters
also may contain information relative to specific industries that are not
covered here, and the reader is urged to seek this information from the rest
of the book.

 

3.1 Flaw Sizing Principles and Applications

 

Flaw sizing historically has been based on amplitude change (i.e., the larger
the reflection, the larger the flaw). The tendency of this technique to under-
estimate the actual flaw size and the lack of good information on material
fracture properties led to conservative engineering designs that have a large
safety factor. As a result, some American Society Mechanical Engineers
(ASME) Boiler and Pressure Vessel Codes allow the manufacture of pressure
vessels without inspection. These designs are inefficient, and the modern
movement is to develop specifications with better inspection techniques and
lower safety factors (Bray, 2003).

Tip diffraction techniques enable the inspector to determine with better
accuracy the location of various aspects of cracks, namely the root and tip.
This has increased the accuracy in the sizing of flaws and anomalies. Silk
and Liddington (1975) reported early results that provided much of the basis
for the tip diffraction or time-of-flight diffraction (TOFD) technique. Later
descriptions and reviews of this technique are given in a number of sources,
including Harumi et al. (1989), Avioli et al. (1991), and Bray and Stanley (1997). 

The following description of TOFD is summarized from Bray and Stanley
(1997): 

 

Tip-diffraction techniques utilize the principle that an edge of a crack
struck by a wave will radiate (diffract) individual signals to other loca-
tions on the surface of the part. With this radiated energy, the tip depth
below the surface may be determined for surface breaking flaws, and the
depth below opposite surfaces for embedded flaws.

 

The methods for calculating flaw size (tip locations) for an angled, embed-
ded flaw using TOFD is described as follows for a 45

 

∞

 

 inclined flaw AB in
Figure 3.1. Here, the transverse wave (T) launched by an angle-beam probe
approaches the flaw AB, which is also oriented at 45

 

∞

 

. Striking the flaw, the
transverse wave (T

 

¢

 

) is reflected back to the probe, and the crack tips launch
circular compressional waves, shown by wavefronts A and B in Figure 3.2.

 

1462.book  Page 205  Monday, December 1, 2003  3:06 PM

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



 

206

 

Ultrasonic Nondestructive Evaluation

 

The reflected transverse wave T

 

¢

 

 provides an approximate location for the
flaw with the reflected pulse S in Figure 3.3. A compressional receiving probe
located at R in Figure 3.2 will produce an indication R in Figure 3.3. When
displayed on the same screen, the separation of R from S is indicative of the
depth of the crack tip below the surface of the part. Modern instrumentation
has greatly enhanced the capability of the TOFD systems to accurately pre-
dict the locations of crack tips. Error sources for this technique, such as
irregular tip shapes and ultrasonic frequency effects are evident. Even with
these limitations, the superiority of the technique for flaw sizing led to the
implementation of the ASME of Code Case 2235 (1996), allowing its use for
the first time in ASME code inspections.

Cowfer and Hedden (1991) have reviewed several of these studies related
to inspections for the nuclear power industry. Using a variety of sources,
they showed that there is a variation in the probability of detection [P(D)]
for ultrasonics, depending on the type of flaw. For example, in the size range
less than 25 mm, volumetric defects, slag, and inclusions tend to have a
higher P(D) than smooth cracks with sharp edges. For sizing machined notches,
the amplitude-based techniques, using 45 and 60

 

∞

 

 shear wave wedges, showed

 

FIGURE 3.1

 

Incident 45

 

∞

 

 transverse wave (T) launched from position S toward 45

 

∞

 

 inclined flaw. (From
Bray, D.E. and Stanley, R.K., 

 

Nondestructive Evaluation

 

, CRC Press, Boca Raton, FL, 1997. With
permission.)

 

FIGURE 3.2

 

Compressional waves A and B launched from crack tip along with reflected wave T

 

¢

 

. (From
Bray, D.E. and Stanley, R.K., 

 

Nondestructive Evaluation

 

, CRC Press, Boca Raton, FL, 1997. With
permission.)
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poor performance in comparison with the diffraction techniques in the rang-
ing from 0 to 30 mm (0 to 1.2 in.). In the range of 0 to 6 mm in depth (0 to
0.25 in.) none of the techniques showed good performance. Above that
threshold, the tip diffraction techniques show a very good correlation with
the actual notch depth, while the amplitude-based methods appear to sig-
nificantly undersize the flaw. While the performance in machined notch
studies is not always transferable to actual flaws, comparisons within the
test are significant. In the present case, the superior performance of the tip
diffraction methods for the larger flaws is notable. 

 

3.2 Phased Array Transducers

 

Efficient inspection and correct flaw sizing obviously are enhanced with
signals obtained from multiple probe locations. The mechanical manipula-
tion of the probe required for obtaining these multiple signals through either
handheld or automated means is tedious and time consuming. Another
important point is significant probe manipulation may lead to interpretation
error since a large number of signals must be diagnosed. An improved means
for obtaining multiple signals is through the use of phased array transducers.
With this technique, instead of a single probe moved to all of the locations
on the part to be inspected, the part may be covered by a single array of
very small ultrasonic elements that blanket an area. The scan of the area is
conducted with an electronic manipulation of the individual elements.

 

FIGURE 3.3

 

Composite view of received signals from directly reflected transverse wave at S and diffracted
wave from B received at R. (From Bray, D.E. and Stanley, R.K., 

 

Nondestructive Evaluation

 

, CRC
Press, Boca Raton, FL, 1997. With permission.)
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Multiplexer circuits used for phased arrays are described in a number of
sources, including Singh and Davies (1991) and Bray and Stanley (1997).
Moles and Cancre (2001) have reported more recently on the subject of
phased arrays, where they show a variety of characteristics such as beam
focusing and other manipulations with some examples applied to electric
resistance welds in piping and billets. 

The following is summarized from Bray and Stanley (1997). Figure 3.4
shows circuits A through J consisting of a separate pulser and transducer.
Each probe element is assumed to be a point or very small source, and the
firing sequence of the pulsers is controlled through other circuitry. Where each
pulser fires simultaneously, a normal wavefront as shown in Figure 3.4 will
be generated. Pulsing the probes in phased sequences can create a variety of
beam patterns, including angle-beam and focus configurations. For example,
the angle-beam pattern shown in Figure 3.5 results when the firing sequence
is evenly phased from A through J. The inclination angle (

 

q

 

) is given by 

 

(3.1)

 

where 
C 

 

=

 

 phase speed in the material

 

D

 

t 

 

=

 

 phase delay in pulsing each probe
w 

 

=

 

 probe center-line spacing

 

FIGURE 3.4

 

Phases array multiplexer system. Wavefront for normally incident longitudinal wave shown.
(From Bray, D.E. and Stanley, R.K., 

 

Nondestructive Evaluation

 

, CRC Press, Boca Raton, FL, 1997.
With permission.)
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Varying the delay between pulses would change the angle. Firing the
pulsers in the reverse order, J through A, would result in an angle beam with
the opposite orientation. Further, firing from the outside to the inside (i.e., A
and J simultaneously, then B and I, etc.) will create a focused beam. Large,
phased arrays have great ability to electronically scan considerable areas
with the manipulation of the pulsing sequence of the probes. 

 

3.3 Automated Ultrasonic and Hybrid Systems

 

Industry is keenly interested in automation because of its advantages in
inspecting large surfaces or large numbers of parts and its good repeatability
of results. Generally, handheld manual inspection and a good operator are
capable of finding defects smaller than those found by automated systems.
Automated systems, on the other hand, will usually perform very reliably
at an established sensitivity level. The overall benefit of automated systems
is that more inspection may be performed with time, reducing the number
of defective parts and systems placed into service. Requirements for auto-
mation are summarized in Table 3.2.

In addition to fully ultrasonic systems, many applications are using hybrid
systems that combine two or more techniques. For example, magnetic flux

 

FIGURE 3.5

 

Inclined wavefront obtained by phased left to right firing sequence of probe elements. (From
Bray, D.E. and Stanley, R.K., 

 

Nondestructive Evaluation

 

, CRC Press, Boca Raton, FL, 1997. With
permission.)
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leakage may be used to find corrosion areas in pipe and plate, and automated
ultrasonic may be used to characterize the corrosion. Additionally, auto-
mated full-system aircraft inspection may involve both low-frequency acous-
tic excitation and laser sensors. The examples discussed below will include
hybrid as well as fully ultrasonic systems.

 

3.3.1 Automated, Phased Array Inspections of Aerospace Structures

 

Due to the overwhelming use of composites by the aerospace industry, there
is considerable inspection activity for these materials. The capability of phased
array systems to interrogate large areas is appealing to this application.
Further, the software-controlled manipulation of the phased array elements
enables improved characterization of the defects. 

Smith, et al. (1999) report the development of 9 element and 17 element arrays
applied to inspecting aircraft composite structures. Pulse frequencies from
12 to 20 MHz were used in a 128-mm-long multielement array of 5 

 

¥

 

 2 mm
elements. 

Composite tanks are very amenable to automated inspection due to their
regular shape. Whittle et al. (2000) present a fully automated system for
composite rocket motor cases. The structure is a filament wound carbon fiber
motor case. The initial step in the manufacture is for thermally insulating
rubber to be laid onto the mandrel and vulcanized. The carbon fiber is
overlayed on the rubber and cured. The result is a highly attenuating inner
layer and a fiber structure on the outside. The case is a cylinder 2 

 

¥

 

 4 m.
Delaminations and voids as well as bonding integrity are the concerns in
the inspection. The case is fitted into a sturdy manipulator and robot arms
with pulse-echo (PE) sensors scanning both the inside and outside of the
tank. Thickness also is measured. The domes are not inspected automatically
because of the interweaving fibers and excess resin in that region. 

 

TABLE 3.2

 

Ultrasonic Characteristics Affecting Automation

 

Requirement Comment

 

Probe size Both small and large sizes possible; small size is more 
maneuverable, but requires more manipulation to cover an 
area; small size gives better resolution.

Probe manipulation Ability to miniaturize probes gives small sizes, which are 
better for high speed manipulation.

Couplant Typical grease, gel, or water couplants can be a problem 
where high speed is needed; noncontact methods such as 
EMAT and laser techniques offer benefits, but have seen only 
limited field or shop use.

Data capture and analysis Digitization of data is well developed for ultrasonics; fully 
digitized ultrasonic systems have existed for some time; 
specific arrival information as well as complete signals can 
be transferred to a computer for analysis.
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The inspection scheme first established zones that were affected by the
local geometry. Each had specific test requirements. The same manipulator
was used for inside and outside the case, being withdrawn and replaced for
the proper application. 

Fifteen probes for the cylindrical section in array format and with a mul-
tichannel flaw detector reduce the inspection time. From the inside, 0

 

∞

 

 com-
pressional wave delay line probes were developed. A 2-MHz source
frequency was used with a 1-MHz filter to give superior thickness measure-
ment for inside measurements. Outside, 5-MHz immersion probes were used.
Thickness measurement accuracy of better than 0.5 mm was achieved. Thick-
nesses for the carbon fibers ranged from 4.2 to 18 mm and the thermal
protection insulating rubber was from 2 to 45 mm. Thickness accuracies of
0.1 and 0.15 mm were achieved for the fiber and thermal layers, respectively.
Typically, the target size for defect detection was 8 

 

¥

 

 8 mm. Once the manip-
ulators were in place and the automatic datuming sequence completed by
the software, the inspections were executed under complete software control.

 

3.3.2 Automated, Hybrid Aircraft Inspection Systems

 

Full-body aircraft inspection is a highly desired objective of the airline indus-
try. One such system using a low frequency acoustic source and a laser
vibrometer is reported to be able to perform a full-body inspection of busi-
ness and commercial aircrafts (Morris, 2002). Reports show that the system
can detect cracks, corrosion, disbanding, and delaminations in a single, 10-
to 12-h robotic inspection. The system can penetrate 300 mm into the aircraft
structure. 

 

3.4 Automated Ultrasonic Pipeline Inspection Systems

 

Pipeline inspection is uniquely challenging. Since pipe is a round, uniform
shape, the initial idea is that it should be easy to inspect. They are usually
buried, limiting access to the outside surface. Further, many defects occur
inside the pipe, which is not easily accessible. Where in-line inspection tools,
or pigs, are used for the inspection, there is limited input to the system once
the pig is launched; there is also limited chance for data retrieval during the
test. Finally, there are great differences in pipe diameter, joints, curves, and
turns that create a complex collection of shapes and circumstances. To
respond to these challenges, the pipeline industry has developed very effec-
tive inspection systems, using ultrasound and other techniques such as mag-
netics and radiography. 

Ultrasound has been an effective NDE tool for pipelines. Conditions eval-
uated or detected with ultrasound include corrosion, usually at the bottom
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of the pipe; SCC; and weld defects. Other anomalies also exist, such as dents
and gouges from the outside. These may go unnoticed and then be the source
of cracking. 

One description of an ultrasonic inspection tool is given by Katz et al.
(2002). The tested pig was developed for pipelines 0.61 m (24 in.) or greater,
but was modified for testing a 0.41-m (16-in.) pipe. Wall thickness for the
inspected pipe was 6.35 mm (0.25 in.). The in-line inspection tool uses 45

 

∞

 

shear waves. Oil or water as the transmission medium also serves as the
couplant. The rate of batch flow controlled the inspection speed within

 

±

 

1 m/sec. Data were collected over a 27-km (17-mi) length of pipe with an
80 m elevation change. The line tested had seen earlier failures due to
longitudinal SCC. Redundancy in the system enables each defect to be seen
by six different sensors on the inspection tool. 

The data were reported in B and C scan in two groups. The first group
showed features exceeding 80 mm in length and 2 mm in depth, and the
second showed features over 50 mm in length and 1 mm in depth. The C-
scan results showed good correlation with found SCC defects. One found
crack field was 1.1 m in length with intermittent occurrence of cracking from
12.5 to 25% of the wall thickness. Another field was 220 mm in length at the
same depth range. Excavation and photomicrography revealed the features
of the cracks, which coincided with the ultrasonic results.

 

3.4.1 Comparison of Ultrasonic and Magnetic Pipeline 
Inspection Systems

 

Ultrasonics and magnetics have been used in hybrid pipeline inspection pigs.
Where liquid couplant is not easily available, as in gas pipelines, ultrasonics
requires that the pig contain a separate couplant supply that must be released
on demand. Often these gas pipeline ultrasonic units have the probes in
liquid-filled wheels, but a small amount of couplant is still required at the
contact surface. Magnetics, on the other hand, can operate freely in a gas
environment. In some cases, magnetics can be used to locate suspect areas,
while ultrasonics can be used to define the problem. 

Wilkie et al. (2002) report a comparison of the performance of ultrasonic
and magnetic in-line inspection tools. The tests were on a 864-mm (34-in.)
line from Canada’s Enbridge Pipelines, Inc. Two ultrasonic pigs were tested,
one with 96 sensors mounted in liquid-filled wheels and another with 480
sensors on an offset sensor skid exciting 45

 

∞

 

 shear waves and 32 sensors
exciting longitudinal waves. In the offset sensor skid, signals are transmitted
in both clockwise and counterclockwise directions. The specifications for the
96-sensor pig were that it could detect flaws 75 mm (3 in.) in length or longer
and detect wall thickness (t) from 0.2 to 0.25 t or greater. Inspection speed
was 3 m/sec (6.7 mi/h) in liquid and 8 m/sec (17.8 mi/h) in gas. Two 2-MHz
sensors were used. For the 480 sensor pig, the minimum length of defect detect-
able was 30 mm (1.2 in.) at 1 m/sec speed and 60 mm (2.2 in.) at 2 m/sec.
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The minimum depth detectable was given to be 1 mm. The magnetic tool
excited a flux field in the circumferential direction. Specifications for the
magnetic tool were a minimum detection depth of 0.25 t for flaws over 50
mm in length, and 0.5 t for flaws ranging from 25 to 50 mm. Because of the
significant difference in the type and configuration of each pig, there would
be some expected differences in the performance. 

Defects expected were cracks in welds and in the wall as well as metal
loss. Data were collected on board the pig and presented in C scan upon
analysis. The relative position of each defect was reported. 

The overall results for the pig with 480 sensors were more detailed than
those for the 96-probe pig, and the ultrasonic results were more detailed
than those obtained with the magnetics pig. The magnetics pig was more
economical to run, and there were circumstances where the investigators felt
that it was a better choice than the more expensive ultrasonic pig. 

 

3.5 Pipe Inspection in Chemical and Petroleum
Processing Plants

 

Pipe inspection in processing plants is in some ways easier than inspecting
buried pipelines. The obvious reason is that the processing pipes are above
ground and may be more accessible. They might also be inspected from the
outside and not have the restriction of internal pig inspection. There are
complications that render these inspections difficult in cases where the pipes
are nested in piping groups or are covered with insulating material. 

Inspection of single-pipe sections before welding into long lengths is the
simplest inspection since each section can be inspected in an automated
environment at a pipe inspection plant. Typically, pipe inspection involves
angle beam shear wave probes and normal beam longitudinal probes in a
configuration where the pipe and probe system rotate and move longitudi-
nally relative to each other. Because of the added flexibility and efficiency,
phased arrays are often used in inspecting pipe. More advanced schemes
using guided waves for pipe inspection are included in this volume, and
their descriptions will not be repeated here. 

Clusters of pipe or tube in boiler heat exchangers are among the most
difficult arrangements to inspect. The outer sections can be scanned by
ultrasound and eddy current. The inner-nested sections are much more
difficult to reach. Often these are inspected by automated systems that snake
or crawl through the length of the pipe or tube. 

Since both the angle beam and guided wave techniques depend on Snell’s
law of refraction,  there is a need for characterizing the ultrasonic properties
of advanced materials used for pipe. Ginzel and Ginzel (1995) report ultra-
sonic wave speed measurements in a variety of large-diameter pipes. They
showed wave speeds in several directions in a collection of 11 pipes ranging
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in diameter from 42 to 48 in. (1067 to 1219 mm) and in thickness from 0.374
to 0.7 in. (9.5 to 17.8 mm) (Table 3.3). Four measurements were made on each
pipe. The longitudinal wave speeds traveling in the longitudinal pipe direc-
tion averaged 5,914 m/sec, (232,834 in./sec) and the standard deviation was
21.5 m/sec (846 in/sec). Circumferential longitudinal wave speeds averaged
5931 m/sec (233,500 in./sec) with a standard deviation of 63.5 m/sec (2,500
in./sec). For shear (SV) waves at 60

 

∞

 

 (selected to simulate the refracted shear
wave commonly used in angle beam inspection) the speeds averaged 3,273
m/sec (128,858 in./sec) with standard deviation of 46 m/sec (1,811 in./sec).
For radially oriented SV waves, the speeds were 3,293 m/sec (129,645 in./sec)
with a standard deviation of 57 m/sec (2,300 in./sec). In optimizing angle
beams as well as guided waves, these variations will need to be considered. 

 

3.6 Bond Inspection for Automobile and Aerospace 
Industries

 

Advanced production techniques in the automobile and aerospace industries
are increasingly using some form of adhesive diffusion or solid-state bonding
in place of rivets or welding. A proper bond can give a strong durable
connection, but, like any joint it is susceptible to defects in the production.
These defects affect the strength. A good solution to the problem of assessing
bond integrity has been elusive, since a weak bond may have enough contact
to transmit a moderately strong ultrasonic wave. 

Ultrasonic signal analysis techniques have been presented as a method for
assessing the bond quality of joints of dissimilar metals by Thomas and
Chinn (1999). The reported work assembled a collection of diffusion bonded
copper and aluminum for ultrasonic assessment. The quality of bond for the
samples was affected in the experiment by temperature, surface preparation,
and bonding time. PE ultrasonics was used from both the aluminum and
copper sides, and the spectrum of the reflected signal was studied. Broad-
band transducers of 15 MHz were used. The findings showed that increased
bond strength had a lower spectra value for reflected signals. 

 

TABLE 3.3

 

Wave Speeds Measure in 11 Pipe Samples 

 

Wave Speed (m/sec) Standard Deviation

 

Longitudinal in longitudinal pipe direction 5914 21.5
Longitudinal in circumferential direction 5931 63.5
Shear (SV) at 60

 

∞

 

 beam orientation to vertical 3273 46
Shear oriented radially 3293 57

 

Source:

 

 Adapted from Ginzel, E.A. and Ginzel, R.K., 

 

Mater. Evaluation

 

, 53, 598–603, 1995. 
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Acoustic resonance techniques have been applied by Allin et al. (2002) for
evaluating bond strength for structural adhesives used in the automobile
industry. Models for mode shapes were first produced for various bonded
joints. Testing of the joint was performed over a mode 1 frequency range
from 0 to 1.6 MHz for this model. For 2 mm aluminum adherends, predicted
and measured bond strength showed very good correlation. 

 

3.7 Ultrasonic Flaw Sizing, Fracture Mechanics, and 
Inspection Codes

 

Inspection codes have played an important role in assuring safe operation
of engineering systems and components in industry. The ASME Boiler and
Pressure Vessel Codes are used the world over for construction of pressure
components. Much of the code is based on radiographic inspection tech-
niques, not the newer ultrasonics tip diffraction or TOFD flaw sizing meth-
ods. Further, the time efficiencies of phase array technology are not being
realized by these codes. The result often is inefficient designs, where more
material is used in the construction without contributing to the safe operation
of the system or component (Bray, 2003). Industries are pressing for improve-
ment in the code that will enable adoption of these later ultrasonic tech-
niques.

Both Moles et al. (2002a) and Cowfer and Hedden (1991) have reviewed
the advantages of adopting TOFD in the ASME code and have shown com-
parison results indicating the superior ability of TOFD to size flaws. Recent
sizing studies reviewed by these authors indicate that traditional amplitude
techniques will typically undersize a defect. The codes compensate for this
by specifying higher factors of safety, leading to overdesign. A more precise
flaw estimation will enable more efficient engineering designs. 

It is well known that repetition of inspection improves the probability of
detection (POD). Phased arrays enable multiple approaches to a flaw, with
fewer probe placements required. The software and electronic manipulation
of the elements in the arrays enables welds and other areas to be scanned
more effectively in order to increase this POD. 

Moles et al. (2002b) have discussed the application of phased arrays to
weld inspection, including pipeline girth welds. Figure 3.6 shows the single
placement of sending and receiving probes for TOFD characterization of a
weld defect. In this case, high-angle longitudinal wave probes are used. The
earliest arrival at the receiver will be the lateral wave, which establishes an
initial benchmark in the arrival pattern, since all other arrivals will be after
this lateral wave arrives. Next will be the backwall reflection, which provides
the longest travel path and the latest arrival in the pattern. Arrivals from the
crack tips will then arrive between the lateral and backwall reflected sig-
nals. The arrival times of the diffracted waves are used in sizing the defects.
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This is the scanning process that is done manually. The beam patterns for a
combined PE and TOFD inspection of a weld are shown in Figure 3.7. Here
the outer two probes are performing the PE inspection and the inner pair is
for TOFD defect characterization. Clearly, with phased array technology, the
various inspections may be performed with a single placement, by electron-
ically manipulating the beam. 

For weld inspection, devices as shown in Figure 3.8 that may be used to
move the phased array assembly along the weld length are along the vertical
axis. A typical interpretive display of the results is shown in Figure 3.9, where
the weld length is vertical in the results illustration. The PE results are shown
in the two outer displays, and the TOFD results are shown in the center. For
the PE display, dark areas indicate echoes where the amplitude is above a
preset threshold. For the TOFD display, the vertical dark line on the left is
the similarly defined lateral wave, and the pair of vertical dark lines to the
right is the same for the backwall echo. The dark images represent the pulse
peak for each A-scan display, and the full image shown here is a summary
of all of the A-scan displays of the inspection. The fan or shell shapes between
the lateral wave and the backwall echo are associated with diffraction occur-
ring between the lateral wave arrival and the backwall echo. One of the
unique capabilities of phased array systems is the ability to scan for wave
speeds and adjust the probes for optimum angle beam performance.

 

FIGURE 3.6

 

Send and receive transducers for tip diffraction flaw sizing. (From R/D Tech. With permission.)

 

FIGURE 3.7

 

Probe arrangement for phased array scanning of weld. Outer probes are PE and the inner two
are TOFD. (From R/D Tech. With permission.)
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FIGURE 3.8

 

Carriage for scanning welds with phased array systems. (From R/D Tech. With permission.)

 

FIGURE 3.9

 

Scan results for weld. Outer areas are for PE tests and the inner are for TOFD. (From R/D Tech.
With permission.)
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3.8 Inspection with Airborne Ultrasonic Beams 

 

Airborne ultrasonics has been applied in some cases to overcome the prob-
lem of liquid couplant. Generally, the problems of acoustic impedance mis-
match between air (low impedance) and any solid (high impedance) severely
restrict the energy transfer for this method. Further, the Snell’s law of rela-
tionships for transfer between materials with severely different wave speeds
requires high precision for the holding mechanism. Frequencies for airborne
ultrasound may be around 50 kHz. The low frequencies used typically create
long wavelengths and somewhat large sizes for minimum flaw discrimina-
tion. These problems have been resolved in some applications, allowing for
useful inspection (Curlin Air Tech Note, 1998). Items typically inspected
using airborne ultrasound include composites, urethane foam products,
fiberglass, construction materials, honeycomb structures, and tires. 

 

3.9 Liquid Content Determination in Tanks

 

Ultrasonics has been applied by Diaz of Pacific Northwest Laboratories
(PNNL) to provide noninvasive container interrogation and material inspec-
tion capabilities (

 

Popular Mechanics

 

, 2002; Diaz, 2002). The convenient, por-
table handheld acoustic inspection device (AID) is shown in Figure 3.10. It
was initially designed and fielded for noninvasive examination and identi-
fication of chemical warfare agents in munitions, and has been deployed
worldwide in limited quantities over the past few years. The device is inte-
grated with a palm-sized computer. The impedance differences of various
known fluids and tank materials are stored in memory, and the echo char-
acteristics at the interfaces are used to identify the contents. 

Ultrasonic pulses easily penetrate dense materials, including liquids, which
often defeat x-ray inspection methods. The return echoes from the injected
ultrasonic pulses are analyzed in terms of TOF and amplitude decay to extract
physical property measurements of the material in the container. These two
parameters are used to sort and identify specific components in a sealed
container. The device also measures ultrasonic velocity and attenuation to
rapidly and reliably screen the contents of sealed containers and bulk-solid
materials, augmenting on-site material interrogation efforts that use the
expensive and time-consuming processes of direct sampling and laboratory
analysis. The technique governing how the AID functions involves measure-
ments of ultrasonic pulses in the range of 0.1 to 5 MHz that are launched into
a container. The return echoes from these pulses are analyzed in terms of TOF
and amplitude decay to extract physical property measurements of the mate-
rial in the container. The handheld, battery-operated AID system performs
an automated analysis of the return echoes to detect contraband and other
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materials in submerged packages and concealed compartments in liquid-
filled containers and solid-form materials. An inspector can quickly interro-
gate outwardly innocuous commodity items such as shipping barrels, tanker
trucks, and metal ingots. Using two interchangeable ultrasonic sensor heads,
containers interrogated can range in size from approximately 154 mm (6 in.)
to over 2.4 m (96 in.) in diameter. 

 

3.10 Residual Stress Measurement

 

Unfavorable residual stresses can lead to unexpected crack propagation due
to a crack tip entering a tensile stress field and the warpage of parts in
manufacture. Nondestructive measurement of these stresses has been a
pressing need for industry for a number of years. In fact, an inability to
measure these stresses is part of the justification for the conservative flaw
sizing and design codes for the ASME Boiler and Pressure Vessel Code.

Reviews of ultrasonic stress measurement have been given by Thompson
et al. (1996). Of the various physical principles used presently for stress
measurement, ultrasonics has some unique characteristics. First, the ultra-
sonic wave can fully traverse a part, giving the capability to measure stresses
throughout the cross section of the item. Second, ultrasonic waves are avail-
able in a variety of propagation paths and particle motions and frequencies.

 

FIGURE 3.10

 

Acoustic inspection device for interrogating container contents. (From Pacific Northwest Lab-
oratories. With permission.)
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The waves may propagate at the surface, near to the surface, and in the bulk,
giving the possibility of gradient measurement. Bray and Tang (2001) have
presented results using the L

 

CR

 

 technique for gradient measurement. 
Several papers on ultrasonic residual stress measurement were presented

at the 2001 ASME convention in Atlanta. Bray (2002) reported on data taken
with the critically refracted longitudinal (LCR)-wave on pressure induced
stress in a pressure vessel, as well as weld induced stresses in the same
vessel. Miyasaka et al. (2002) reported on characterizing stress at a ceramic/
metal interface using scanning acoustic microscopy. Chance and Bray (2001)
described work on stress relaxation in welded steel plates. Walaszek et al.
(2002) described the effect of microstructure on ultrasonic stress measure-
ments, and dos Santos and Bray (2002) compared the acoustoelastic methods
used to evaluate stresses. While each of these papers reports success in the
various techniques, work still remains in building a database so that results
obtained from a variety of materials can be correctly interpreted. 

 

3.11 Summary

 

Global industry is focusing on more efficient designs with well-defined life
expectancies. These requirements are demanding that NDE in general, and
ultrasonics in particular, be able to deliver efficient inspection with repeatable
and precise results. There is ample opportunity for growth in ultrasonics, even
in an environment where industrial growth may not be significant. 

For this next generation of ultrasonic NDE, much of the systems engineer-
ing may be transferable from system to system. For example, the technology
developed for the overall inspection of full-sized aircrafts may be transfer-
able to the inspection of polymer and composite tanks or vice versa. Further,
the data handling and analysis used in phased array technology should be
fitted to a number of inspections. Ultrasonic material analysis and stress
measurement should further improve the confidence in engineering designs. 

Ultrasonics is a high-tech field, and suitable education and training are
required to take full advantages of the capabilities that it offers. 
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In recent years Lamb waves have been successfully used for detecting defects
in plate type structures such as composite plates, metal plates, and concrete
slabs. This chapter gives the theoretical background for such inspection, lists
advantages of the guided wave inspection technique over conventional ultra-
sonic techniques, and presents experimental results for a number of plate
specimens. Recent developments by the author and other investigators on
the plate inspection technique, which uses guided waves, are also presented
here.

 

4.1 Guided Waves and Waveguides

 

An elastic wave that propagates through a waveguide is called a 

 

guided wave

 

.
A waveguide is a structure with boundaries that help elastic waves to prop-
agate from one point to another. An elastic full space cannot be considered
as a waveguide because it does not have any boundary, but an elastic half
space with a stress-free boundary can act as a waveguide if the elastic wave
propagates along the boundary. The stress-free boundary can help elastic
waves to propagate from one point of the boundary to another point (see
Chapter 1, Section 1.2.9). The guided wave, propagating along the stress-
free boundary of an elastic half-space, is called the Rayleigh wave. A single-
layered half-space can be a waveguide for Love waves (antiplane motions,
Chapter 1, Section 1.2.10) or Rayleigh waves, also known as generalized
Rayleigh-Lamb waves (in-plane motions, Chapter 1, Section 1.2.11).
Waveguides can be of any shape or size. Common types of waveguides are
plates, pipes, cylindrical rods (solid or hollow), and bars (of rectangular cross
sections or other geometric shapes). Even though the cross section of a
waveguide often remains constant, independent of the axial distance from
its end, it can also be a function of the position. Figure 4.1 shows different
types of waveguides: (a) plate; (b–d) bars with rectangular, circular, and I
cross-section; (e–f) rods with varying cross sections. In some of these
waveguides the elastic wave can easily propagate, while in other cases the
propagating guided waves decay fast. 

The 

 

Lamb wave

 

 is the 

 

guided wave

 

 that propagates in a plate as shown in
Figure 4.1(a). The two traction-free boundary surfaces of the plate help the
Lamb wave modes to propagate. A Lamb wave, observed in a plate, is also
known as the 

 

plate wave

 

. Similarly, a guided wave propagating through a
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rectangular or cylindrical rod is known as a 

 

rod wave,

 

 and guided waves in
a pipe or cylindrical rod are known as 

 

cylindrical guided waves

 

. All these
guided waves have one thing in common; they propagate through a
waveguide satisfying the stress-free boundary conditions of the waveguide.
Rayleigh (1885) and Lamb (1917) first solved the guided wave propagation
problems in an elastic half-space and elastic plate, respectively. Guided
waves in these two waveguides are named after them. One big difference
between these two guided waves is that the Rayleigh wave speed in an
elastic half-space is nondispersive, meaning it is independent of the fre-
quency (see Chapter 1, Section 1.2.9). The Lamb wave speed is dispersive,
or dependent on the frequency (see Chapter 1, Section 1.2.12). Another dif-
ference is that at a given frequency a Rayleigh wave in a half-space can
propagate with only one speed while the Lamb wave can propagate with
multiple speeds. Different plate wave modes, associated with various types
of particle motion in the plate (see Chapter 1, Figure 1.28), propagate with
different wave speeds at the same frequency (see Chapter 1, Figure 1.27 and
Figure 1.31). Like Lamb waves, the guided waves through a rectangular bar
or a cylindrical rod also show multiple mode characteristics, and the wave
speeds for these modes are generally dispersive. Because of these similarities,
sometimes the guided waves propagating through a pipe, a rectangular plate
of finite width, or a rectangular bar are also called Lamb waves. Strictly
speaking, those waves are not Lamb waves and should be identified as
guided waves and not Lamb waves. 

 

4.1.1 Lamb Waves and Leaky Lamb Waves

 

When the plate is immersed in a liquid, the surfaces at the liquid-solid
interface are not traction free and the energy of the propagating wave leaks
into the surrounding liquid; the propagating wave is called the 

 

leaky Lamb
wave (LLW)

 

. Strictly speaking, Lamb waves without any leaky energy are
observed only in a plate in vacuum. When the plate is immersed in air, Lamb

 

FIGURE 4.1

 

Different waveguides.

(a) Plate

(b) Rectangular Bar

(c) Pipe or Cylindrical Rod (d) I-Beam

(f) Tapered Rod
(e) Rod with Varying

Cross Section
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waves propagating in the plate leak energy into the air; a propagating wave
in a plate immersed in air is therefore also a leaky Lamb wave. Since the
intensity of the energy, leaking into the surrounding air, is very small, it is
generally ignored and the wave is not called a leaky Lamb wave when the
plate is in the air. For a plate immersed in a liquid the intensity of energy
leaking into the surrounding liquid is not negligible and should not be
ignored. 

 

4.2 Basic Equations  — Homogeneous Elastic Plate in Vacuum

 

Fundamental equations of the Lamb wave propagation in a solid plate have
been derived in Chapter 1, Section 1.2.12.2. Those equations are briefly
reviewed here. For a linear, elastic, isotropic plate of thickness 2

 

h

 

 (see
Chapter 1, Figure 1.29) the phase velocity dispersion curves are obtained
by solving the following dispersion equations (see Chapter 1, Equation
1.170a and Equation 1.170b):

 

(4.1a)

(4.1b)

 

Equation 4.1a and Equation 4.1b give phase velocity dispersion curves for
symmetric and antisymmetric modes, respectively. In the above equations, 

 

(4.2)

 

where, 

 

c

 

L

 

 is the Lamb wave speed (phase velocity), 

 

c

 

P

 

 is the primary wave
(P-wave) speed, and 

 

c

 

S

 

 is the secondary wave (S-wave) speed of the plate
material. 

 

w

 

 is the circular frequency (rad/sec, 

 

w
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The potential field, displacement field, and stress field for the symmetric
and antisymmetric Lamb modes can be obtained from Chapter 1, Equation
1.167 and Equation 1.168,

 

Symmetric modes:

 

(4.3)

(4.4)

 

 

 

(4.5)

 

Antisymmetric modes:

 

(4.6)

(4.7)

 

 

 

 

(4.8)

 

From Chapter 1, Equation 1.169a and Equation 1.169b we get
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and
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Substituting Equation 4.9a and Equation 4.9b in the displacement and stress
expressions, we obtain the following for symmetric modes:

 

(4.10)

(4.11)

 

For antisymmetric modes we obtain

 

(4.12)
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(4.13)

 

The time dependence (e

 

-

 

i

 

w

 

t

 

) is implied in the above expressions.

 

4.2.1 Dispersion Curves and Mode Shapes

 

As explained in Chapter 1, variation of the wave velocity as a function of
the frequency is known as the dispersion curve. Displacement and stress
field variations across the plate thickness are called mode shapes. The steps
involved in solving the dispersion equation and mode shapes are discussed
in this section. 

 

4.2.1.1 Dispersion Curves

 

It is necessary to solve  Equation 4.1 (Equation 4.1a for symmetric modes
and Equation 4.16 for antisymmetric modes) to obtain the dispersion curves.
It can be solved in one of two ways: (1) fix the frequency (

 

w

 

) and then try
to get the Lamb wave speed (

 

c

 

L

 

) by satisfying the dispersion equation
( Equation 4.1a or Equation 4.16), or (2) fix the Lamb wave speed (
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) and
then investigate for what values of frequency (
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/2

 

) the dispersion equa-
tion is satisfied. If the first method is followed, the frequency is fixed and
then a value for the Lamb wave speed 
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L

 

 is assumed. Using these 
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 and 
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values 
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, 
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 and 
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 are easily computed from Equation 4.2 since P- and S-wave
speeds (
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 and 
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) in the plate material are known. The values of 
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,
and 
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 (plate thickness) are substituted into  Equation 4.1a or Equation 4.16,
and the left- and right-hand sides of the equation are compared. If the com-
puted values on the two sides of the equation are different, then a new estimate
of 
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 is made. In other words, the nonlinear equation (Equation 4.1a or Equa-
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tion 4.16) is solved for 

 

c

 

L

 

 for a given frequency using the standard techniques
for solution of nonlinear equations, such as bisection method, secant method,
and Newton-Raphson method. 

The complications arise in this case due to the fact that for a single frequency
the transcendental dispersion equations (Equation 4.1a and Equation 4.1b)
have multiple roots. It is possible to miss some roots during the root-searching
step. However, in principle, by taking a very small step size it is possible to
capture all roots at a given frequency. After capturing all roots of the dispersion
equation at one frequency, the frequency value is changed and then, following
the same root finding technique, all roots for the new frequency are captured.
In this manner, a number of roots of Equation 4.1a can be found and plotted
in the frequency-phase velocity space, as shown in Figure 4.2. Here roots are
found along the vertical grid lines at a 0.5-MHz interval.

Alternately, instead of fixing frequency it is possible to fix the Lamb wave speed
(

 

c

 

L

 

) and vary the frequency (

 

f

 

) to capture all roots for a given 

 

c

 

L

 

. Then the 

 

c

 

L

 

 value
is changed and with varying 

 

f

 

 all roots are found for the new 

 

c

 

L

 

 value. Figure 4.3
shows all roots of Equation 4.1a captured in this manner. Roots are found along
the horizontal grid lines, for the 

 

c

 

L

 

 interval of 0.5 km/sec. Note that, for the first
mode, the roots, which appear along the horizontal lines in Figure 4.2, slightly
below the 

 

c

 

L

 

 value of 3 and 5.5 km/sec, are not captured in Figure 4.3. 
Connecting the neighboring roots in Figure 4.2 (or Figure 4.3), dispersion

curves for the symmetric modes are obtained as shown in Figure 4.4. These
modes are denoted as S

 

0

 

, S

 

1

 

, S

 

2

 

, S

 

3

 

, etc. Here, the letter S refers to the sym-
metric mode and the subscripts 0, 1, 2, 3, … are numbered from left to right
starting with the lowest frequency mode. These numbers are called the order
of the mode. Note that the S

 

0

 

 mode starts at zero frequency, but the higher
order modes (S

 

1

 

, S

 

2

 

, S

 

3

 

, etc.) start at nonzero frequencies. The frequency value

 

FIGURE 4.2

 

Roots of Equation 4.1a are plotted at 0.5 MHz frequency interval for a 1-mm thick aluminum
plate (c

 

P 

 

=

 

 6.32 km/sec, c
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=
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below which a specific mode is not observed is called the cutoff frequency
for that mode. Note that there is no cutoff frequency for the S0 mode; how-
ever, the higher order modes have nonzero cutoff frequency — if the order
is higher, the cutoff frequency is higher. 

In the same manner, the antisymmetric modes can be computed by solving
Equation 4.1b. Antisymmetric modes for the same plate are shown in
Figure 4.5. The antisymmetric modes are denoted by A0, A1, A2, A3, etc. The
0th-order antisymmetric mode A0 does not have any cutoff frequency. The
higher order modes (A1, A2, A3, etc.) have nonzero cutoff frequency — the
higher the order, the higher is the cutoff frequency like the symmetric modes. 

FIGURE 4.3
Roots of Equation 4.1a are plotted at a 0.5-km/sec interval of cL for a 1-mm thick aluminum
plate. Material properties are given in the caption of Figure 4.2.

FIGURE 4.4
Symmetric modes for the Lamb wave propagation in a 1-mm thick aluminum plate (material
properties are given in Figure 4.2). Dispersion curves are obtained after solving Equation 4.1a
and then connecting the roots by continuous lines.

0
1
2
3
4
5
6
7
8
9

10

0 1 2 3 4 5 6 7 8 9

Dispersion Curves (Symm. Modes)

P
ha

se
 V

el
oc

ity
, c

L 
(k

m
/s

)

10

Frequency (MHz)

0

2

4

6

8

0 2 4 6 8

Dispersion Curves (Symmetric Modes)

P
ha

se
 V

el
oc

ity
 c

L 
(k

m
/s

)

Frequency (MHz) 

10

S0

10

S1
S2

S3 S4

1462.book  Page 231  Monday, December 1, 2003  3:06 PM

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



232 Ultrasonic Nondestructive Evaluation

After superimposing these two sets of modes, the complete set of disper-
sion curves are obtained. The dispersion curves for aluminum, copper and
steel plates are shown in Figure 4.6. This figure shows the effect of the change
in material properties on the dispersion curves. 

The effect of the variation of plate thickness on the dispersion curves is
then investigated. This effect can be explicitly seen when Equation 4.1a and
Equation 4.1b are rewritten in the following form:

(4.14a)

(4.14b)

In Equation 4.14a and Equation 4.14b, note that the half-thickness (h) of
the plate and the wave frequency (w = 2pf ) appear in the equation as a
product term. From these equations it is possible to plot the variations of cL

as a function of f h, instead of a function of f only, since wh = 2pf h. The main
advantage of this type of plot is that one plot covers multiple frequency and
thickness combinations. From Equation 4.14a and Equation 4.14b it is easy
to see that the cL values for a 1-mm thick plate at 5 MHz should be identical

FIGURE 4.5
Antisymmetric modes for the Lamb wave propagation in a 1-mm thick aluminum plate (ma-
terial properties are given in Figure 4.2). Dispersion curves are obtained after solving Equation
4.1b and then connecting the roots by continuous lines.
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Guided Waves for Plate Inspection 233

to those for a 5 mm thick plate at 1 MHz or 2.5 mm thick plate at 2 MHz
since for all these combinations the plate thickness multiplied by the fre-
quency value is equal to 5 MHz-mm. Three sets of dispersion curves of
Figure 4.6 are given for the 1 mm thick plate for the frequency range varying
from 0 to 10 MHz. The same curves will represent the dispersion curves for

FIGURE 4.6
Dispersion curves for 1-mm thick aluminum, copper, and steel plates. Material properties:
aluminum: cP = 6.32 km/sec, cS = 3.13 km/sec, r = 2.7 g/cm3; copper: cP = 4.7 km/sec, cS = 2.26
km/sec, r = 8.9 g/cm3; steel: cP = 5.96 km/sec, cS = 3.26 km/sec, r = 7.9 g/cm3.
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234 Ultrasonic Nondestructive Evaluation

a 2 mm thick plate in the frequency range varying from 0 to 5 MHz, or for
a 4-mm thick plate in the frequency range from 0 to 2.5 MHz. In other words,
in Figure 4.6, if the frequency axis is changed to the frequency times the
plate thickness (or 2f h) value, as shown in Figure 4.7, then that plot repre-
sents dispersion curves for plates of different thickness. For a smaller plate
thickness the frequency value should be greater and for a thicker plate the
frequency should be smaller to obtain the same 2f h value along the hori-
zontal axis of the dispersion curve plot shown in Figure 4.7.

4.2.1.2 Mode Shapes

Points on the dispersion curves of Figure 4.6 and Figure 4.7 give the frequency-
phase velocity combinations for which Lamb wave can propagate. For the
given frequency and phase velocity values, displacement and stress fields
inside the plate can be obtained from Equations 4.10 and Equation 4.11 for
symmetric modes, and from Equation 4.12 and Equation 4.13) for antisym-
metric modes. Often we are interested in knowing the displacement and
stress field variations inside the plate. In the wave propagation direction (x1-
direction), the field variation is sinusoidal for a given time and x2 value,
since the x1-dependence is  (see Equation 4.10 through Equation 4.13).
The x2-dependence of the displacement and stress fields is called the mode
shapes. Mode shapes for different displacement and stress components, for
four different frequency-phase velocity combinations correspond to four
modes (A0, S0, A2 and S2), which are shown in Figure 4.8 through Figure 4.11.
For all four figures, the aluminum plate thickness is 1 mm and the field
values are normalized with respect to their maximum values. The wave
frequency is 1 MHz for Figure 4.8 and Figure 4.9, and 6 MHz for Figure 4.10
and Figure 4.11. Rectangular black markers in the dispersion curve plot
(Figure 4.7) identify the region where the mode shapes are generated.  

FIGURE 4.7
Dispersion curves for aluminum plates of different thickness. Displacement and stress varia-
tions inside the plate for four phase velocity-frequency combinations, marked by black squares,
are shown in Figure 4.8 through Figure 4.11.
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As expected, the antisymmetric modes A0 (Figure 4.8) and A2 (Figure 4.10)
show u1, s11, s22 as odd functions of x2, while u2 and s12 are even functions.
In Figure 4.9 and Figure 4.11, one can see that the symmetric modes (S0 and
S2) generate u1, s11, s22 as even functions of x2, while u2 and s12 are odd
functions. It should also be noted here that the oscillations in the mode
shapes increase as the frequency and the order of the mode increase.

What happens to a mode shape if the frequency is changed but the mode
order is not? To investigate it, the displacement and stress amplitudes along
the plate thickness are plotted for A2 and S2 modes in Figure 4.12  and Figure
4.13, respectively, for different phase velocities. Note that for both these
modes, as the phase velocity increases, the frequency decreases. Details of

FIGURE 4.8
Displacement and stress variations along the plate thickness in a 1-mm thick aluminum plate
for the A0 mode of Lamb wave propagation at 1-MHz signal frequency. The corresponding
point on the dispersion curve is shown in Figure 4.7.
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236 Ultrasonic Nondestructive Evaluation

the oscillation pattern vary with the phase velocity (and frequency), but the
general nature of the variation remains approximately similar over a wide
frequency and phase velocity range for most field variables. Note that the
shear stress becomes almost equal to zero through the entire plate thickness
near the phase velocity of 4.4 km/sec for both modes.

4.3 Homogeneous Elastic Plate Immersed in a Fluid

In the previous section we have learned how different modes of Lamb
wave produce particle displacement in the plate, placed in a vacuum. Let
us now study the effect of the presence of two fluid half-spaces, placed above

FIGURE 4.9
Displacement and stress variations along the plate thickness in a 1-mm thick aluminum plate
for the S0 mode of Lamb wave propagation at 1-MHz signal frequency. The corresponding point
on the dispersion curve is shown in Figure 4.7.
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Guided Waves for Plate Inspection 237

and below an infinite plate. Unlike the previous case (plate in a vacuum),
here the acoustic energy is no longer trapped inside the plate; it leaks into
the surrounding fluid medium as shown in Figure 4.14.

From Chapter 1, Equation 1.167, the potential field in the solid plate is
given by

(4.15)

FIGURE 4.10
Displacement and stress variations along the plate thickness in a 1-mm thick aluminum plate
for the A2 mode of Lamb wave propagation at 6-MHz signal frequency. The corresponding
point on the dispersion curve is shown in Figure 4.7.
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238 Ultrasonic Nondestructive Evaluation

The potential field in the fluid can be written as

(4.16)

where ffL and ffU correspond to the wave potentials in the lower and upper
fluid half spaces, respectively.

Instead of considering the potentials in the above form, we can separate
the symmetric and nonsymmetric components in the following manner:

FIGURE 4.11
Displacement and stress variations along the plate thickness in a 1-mm thick aluminum plate
for the S2 mode of Lamb wave propagation at 6 MHz signal frequency. The corresponding point
on the dispersion curve is shown in Figure 4.7.
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Guided Waves for Plate Inspection 239

FIGURE 4.12
(a) Amplitude variations of horizontal (u1 component, top figure) and vertical (u2 component,
bottom figure) displacements through the plate thickness for the A2 mode, as the phase velocity
varies from 3.4 to 6.3 km/sec; depth is 0 for the top of the plate and 1 for the bottom of the
plate. Dispersion curves for the aluminum plate are shown in Figure 4.7. (b) Amplitude varia-
tions of horizontal normal stress (s11 component, top figure), vertical normal stress (s22 com-
ponent, middle figure), and shear stress (s12 component, bottom figure) through the plate
thickness for the A2 mode, as the phase velocity varies from 3.4 to 6.3 km/sec; depth is 0 for
the top of the plate and 1 for the bottom of the plate. Dispersion curves for the aluminum plate
are shown in Figure 4.7. 
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240 Ultrasonic Nondestructive Evaluation

FIGURE 4.12 
(continued)
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Guided Waves for Plate Inspection 241

FIGURE 4.13

(a) Amplitude variations of horizontal (u1 component, top figure) and vertical (u2 component,
bottom figure) displacements through the plate thickness for the S2 mode, as the phase velocity
varies from 3.5 to 6.3 km/sec; depth is 0 for the top of the plate and 1 for the bottom of the
plate. Dispersion curves for the aluminum plate are shown in Figure 4.7. (b) Amplitude varia-
tions of horizontal normal stress (s11 component, top figure), vertical normal stress (s22 com-
ponent, middle figure), and shear stress (s12 component, bottom figure) through the plate
thickness for the S2 mode, as the phase velocity varies from 3.5 to 6.3 km/sec; depth is 0 for
the top of the plate and 1 for the bottom of the plate. Dispersion curves for the aluminum plate
are shown in Figure 4.7.
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FIGURE 4.13
(continued)
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Symmetric motion:

(4.17)

Antisymmetric motion:

(4.18)

Then the symmetric and antisymmetric motions are analyzed separately as
given below.  and  in Equation 4.16 are defined differently from those
given in Equation 4.17 and Equation 4.18. However, two definitions are
equivalent (see Exercise Problem 4.7).

4.3.1 Symmetric Motion

At the fluid-solid interface the shear stress component should be zero, and
normal stress and displacement components should be continuous across

FIGURE 4.14
The Lamb wave is propagating in the positive x1-direction, while the acoustic energy is leaking
into the surrounding fluid medium, giving rise to the leaky Lamb wave propagation.
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244 Ultrasonic Nondestructive Evaluation

the interface. Therefore, we can write

 

 (4.19)

The 3 algebraic equations given in Equation 4.19 can be written as a matrix
equation

(4.20)

For nonzero solutions of B, C, and M, the determinant of the coefficient
matrix must vanish. Therefore,

(4.21)
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4.3.2 Antisymmetric Motion

For the potential field given in Equation 4.18, the plate motion should be
antisymmetric with respect to the central plane of the plate. As in the pre-
vious section, if we apply the vanishing shear stress condition at the fluid-
solid interfaces and continuity of the normal stress and displacement com-
ponents across the two interfaces we get the following:

(4.22)

The three equations in Equation 4.22 can be written in the matrix form

(4.23)

For nontrivial solutions of A, D, and N, the determinant of the coefficient
matrix must vanish. Therefore,

(4.24)
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Equations 4.21 and Equation 4.24 give the dispersion equations for sym-
metric and antisymmetric modes, respectively, of leaky Lamb waves. Leaky
Lamb wave dispersion curves for an aluminum plate immersed in the water
are given in Figure 4.15. Similarities and differences between the Lamb wave
dispersion curves (Figure 4.6) and leaky Lamb wave dispersion curves
(Figure 4.15) should be noted here. Note that in Figure 4.15 one additional
mode appears for cL value below 2 km/sec. Viktorov (1967) has shown that
for a solid plate immersed in a liquid one additional real root of the disper-
sion equation appears at every frequency for a phase velocity value that is
less than the P-wave speed in the fluid or the shear wave speed in the solid.
This wave mode at the fluid-solid interface was first identified by Scholte
(1942) and is considered to be a special case of Stonely wave mode (Stonely,
1924) that is observed at the interface of two solids. Scholte wave mode is
also known as the Stonely-Scholte wave mode. In absence of the fluid-solid
or solid-solid interface such interface wave modes (Stonely and Scholte) are
not observed in a free plate (Figure 4.6). Other than this additional mode
the presence of water does not significantly affect the other Lamb modes of
Figure 4.6. Note that when the plate is in a vacuum then the right-hand
side of Equation 4.21 and Equation 4.24 vanish, the dispersion equations are
simplified into those given in Equation 4.1a and Equation 4.1b, and the
interface wave mode disappears.

Example 4.1

Without separating the symmetric and antisymmetric components of the
plate motion obtain the dispersion equation for the leaky Lamb wave
propagation in a homogeneous isotropic solid plate immersed in a liquid.

FIGURE 4.15
Dispersion curves for a 1-mm thick aluminum plate immersed in water. The mode, which is
almost horizontal and has a phase velocity less than 2 km/sec, corresponds to the Scholte wave.
Other curves correspond to the Lamb modes.
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SOLUTION

For the problem geometry shown in Figure 4.14, the potential fields
corresponding to the downward and upward P- and shear vertical (SV)
waves are given by Equation 4.15 and Equation 4.16:

Wave potentials inside the solid plate:

  

Wave potentials in the lower and upper fluid half spaces: 

  

If we apply the vanishing shear stress condition at the fluid-solid inter-
faces and continuity of the normal stress and displacement components
across the two interfaces we get the following:
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(4.25)

where

(4.26)

The above six continuity conditions across the two fluid-solid interfaces
can be written in matrix form

(4.27)
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For nonzero wave amplitudes (a, b, c, d, m, n), the determinant of the
above 6 ¥ 6 coefficient matrix must vanish. By equating the determinant
of this matrix to zero the dispersion equation for the leaky Lamb wave
propagation is obtained. Note that this dispersion equation gives both
symmetric and antisymmetric modes. However, compared to
Equation 4.21 and Equation 4.24 the determinant of the above 6 ¥ 6
matrix is much more complicated. For this reason, symmetric and an-
tisymmetric modes are computed separately from relatively simpler
dispersion equations for symmetric and antisymmetric modes when-
ever possible.

4.4 Plane P-Wave Striking a Solid Plate Immersed in a Fluid

In Section 4.2 and Section 4.3, free Lamb wave propagation in a plate, which
is in a vacuum or immersed in a fluid, has been studied by decomposing
the particle motions into their symmetric and antisymmetric components.
These Lamb waves are generated in the plate by some external excitations,
such as a time dependent force or an elastic wave field striking the plate. In
this section, the problem of a plane P-wave striking the plate at an angle q,
as shown in Chapter 1, Figure 1.37, is studied.

The pressure fields in the fluid and the potential fields in the solid are
given in Chapter 1, Equation 1.229 for a plane P-wave striking a solid plate
immersed in a fluid

  

Equation 4.15 and Equation 4.16 are similar to Chapter 1, Equation 1.229;
the only difference is that in Equation 1.229 one additional term (pi) appears
that corresponds to the incoming P-wave striking the plate. pR and pT of
Equation 1.229 are similar to ff U and ff L of Equation 4.16; however, pR and
pT are pressure fields while ff U and ff L are wave potentials in the fluid.
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The relation between the pressure (p) and wave potential (f) in a fluid is
given in Chapter 1, Equation 1.210, . It should also be mentioned
that hf, hs, and bs of Equation 1.229 and hf, h, and b of Equation 4.15 and
Equation 4.16 have slightly different definitions (see these equations for their
definitions). The notations for wave amplitudes have also been changed in
Equation 4.15 and Equation 4.16 from Equation 1.229.

Six equations that are obtained from the stress and displacement continuity
conditions across the fluid-solid interfaces are given in Chapter 1, Equation
1.233a and Equation 1.233b. Note that Equation 1.233a is a system of non-
homogeneous equations, while Equation 4.27 gives a system of homoge-
neous equations. Nonzero entries of the right-hand side vector of Equation
1.233a are due to the presence of the striking P-wave. The 6 ¥ 6 coefficient
matrix of Equation 1.233a and Equation 4.27 are similar, but these equations
are not identical because the definitions of the wave potentials are slightly
different in these two cases. 

To obtain the identical coefficient matrix for the above two cases (in pres-
ence and in absence of the striking P-wave) the wave potentials in the solid
plate and in the two fluid half-spaces are defined in the following manner.
Wave potentials inside the solid plate:

(4.28a)

Wave potentials in the lower and upper fluid half spaces: 

(4.28b)

The extra term in the expression of ffU in Equation 4.28b in comparison to
that in Equation 4.16 represents the incoming P-wave that strikes the plate.
The reflected and transmitted P-wave amplitudes in the upper and lower
fluid half spaces are denoted by n and m, respectively. Applying the continuity
conditions across the two fluid-solid interfaces, the following equations are
obtained:
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 (4.29)

Definitions of E, B, and Ef are given in Equation 4.26. Putting these six
equations in a matrix form we get

¥ (4.30)
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Note that the coefficient matrices in Equation 4.27 and Equation 4.30 are
identical. The only difference between these two sets of equations is in the
definition of their right-hand side vectors. Two problems, defined by Equa-
tion 4.27 and Equation 4.30, are analogous to the free vibration and forced
vibration problems in structural dynamics, where the right-hand side vector
represents the forcing function. Note that the wave number k in Equation 4.27
is obtained by satisfying the dispersion equation; in other words, it is
obtained by equating the determinant of the coefficient matrix to zero. How-
ever, in Equation 4.30 k is no longer a variable; it is determined from the
striking angle of the incident P-wave (see Equation 4.28b).

For generating a Lamb wave in the plate, the wave number k in Equation
4.30 must be the solution of the Lamb wave dispersion equation. In other
words, if the striking angle of the incident P-wave is such that k becomes
equal to  (cL is the Lamb wave speed in the plate) then the Lamb wave
will be generated. For a given frequency, a number of wave speeds are
observed in the Lamb wave dispersion curve plot (see Figure 4.6). Which
Lamb mode is generated in the plate depends on what k value corresponds
to the striking angle of the P-wave, k = kf sin q. To generate a Lamb mode
with the phase velocity cL it is necessary to satisfy the following condition:

(4.31)

Equation 4.31 gives the incident angle (q) necessary for generating a Lamb
mode with a phase velocity (cL) in a plate immersed in a fluid that has an
acoustic wave speed (cf). Equation 4.31 is known also as Snell's law. 

Figure 4.16 shows a schematic diagram for the Lamb wave generation in a
plate by striking the plate with a plane P-wave. If a plane P-wave strikes the
left side of the plate with an incident angle (q) that is appropriate for generating
a Lamb mode, then the Lamb mode is generated in the plate. The generated
Lamb wave then propagates to the right with a velocity cL (=w/k). Note that
Equation 4.30 and Equation 4.27 govern motions on the left side (forced
vibration) and right side (free vibration) of the plate, respectively. From Equa-
tion 4.31 it is obvious that only the Lamb modes that have phase velocities
higher than the acoustic wave speed in the surrounding fluid can be generated
in this manner. The acoustic wave speed in water is 1.48 km/sec, while in
alcohol it is between 1.12 and 1.24 km/sec (see Table 1.4). Therefore to
generate a Lamb mode with a phase velocity between 1.2 and 1.48 km/sec
the plate must be immersed in alcohol instead of water.
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4.4.1 Plate Inspection by Lamb Waves

In the above sections we have learned how different modes of the Lamb wave
can be generated in a plate by adjusting the striking angle and frequency of
the incident P-wave. By placing an ultrasonic transducer at an angle relative
to the plate, as shown in Figure 4.16, the required condition can be satisfied.
Ultrasonic transducers generate P-waves of certain frequency. The signal
frequency is determined by the natural frequency of the ceramic crystal in
the transducer. The ultrasonic transducer frequency varies from 500 kHz to
10 MHz for conventional ultrasonic inspection applications. However, specially
built ultrasonic transducers can generate ultrasonic signals with resonance
frequency as low as 50 kHz or even lower, and as high as 100 MHz or more.
In acoustic microscopy applications (discussed in Chapter 11), the signal
frequency can be as high as 2 GHz, and in some applications even higher.

4.4.1.1 Generation of Multiple Lamb Modes by Narrowband 
and Broadband Transducers 

Ultrasonic transducers that have well-defined natural frequency and always
vibrate close to that frequency are called narrowband transducers. For exam-
ple, a 5-MHz narrowband transducer can only generate ultrasonic waves
with signal frequency equal to 5 MHz or very close to 5 MHz, say from 4.8
to 5.2 MHz. On the other hand, a broadband transducer can generate ultra-
sonic waves over a wide frequency range. For example, a 5-MHz broadband
transducer can generate ultrasonic waves over a wide range of frequency
around 5 MHz, say from 1 to 9 MHz. For generating different Lamb modes
with a narrowband transducer, because it is not possible to change the signal
frequency, it is necessary to change the angle of strike (q of Figure 4.16). Note
that changing q implies changing the phase velocity (cL) because q and cL

are related by Equation 4.31. 

FIGURE 4.16
Lamb wave generation in a plate immersed in fluid. Equation 4.30 and Equation 4.27 govern
the left side (forced vibration) and right side (free vibration) of the plate. The dashed-dotted
line separates the left and right sides of the plate.
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254 Ultrasonic Nondestructive Evaluation

Keeping the signal frequency constant and varying the incident angle
implies moving along the vertical axis of the dispersion curve plots
(see Figure 4.2). Lamb waves will be generated for the incident angle q
if q = sin-1 , where cf is the P-wave speed in the fluid and cL is the Lamb
wave speed. If we place two ultrasonic transducers, one acting as the trans-
mitter (T) and the second one as the receiver (R) as shown in Figure 4.17a,
and record the received signal strength as a function of the incident angle q
then we should get a curve as shown in Figure 4.17b. Peaks correspond to the
incident angles for which a Lamb mode is generated. If the incident angle
does not correspond to a Lamb mode-generating angle, then no ultrasonic
energy reaches the receiver because no Lamb wave is generated and the
directly reflected beam energy is mostly confined between the lines AB and
CD (see Figure 4-17a). This directly reflected beam is also called a specularly
reflected beam.

If the transducers are broadband type, then the signal frequency can be
changed while maintaining a constant inclination angle of the transducers.
Fixed inclination angle means constant phase velocity. Therefore, in this case,

FIGURE 4.17
(a) Transmitter (T) and receiver (R) for generating and receiving Lamb waves in a plate; (b)
received signal amplitude voltage as a function of the incident angle (peaks indicate generation
of Lamb modes); (c) received signal amplitude voltage as a function of the signal frequency
(peaks indicate generation of Lamb modes).
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Guided Waves for Plate Inspection 255

as we change frequency we move horizontally in the dispersion curve plot
(see Figure 4.3). In this manner, received signal voltage versus frequency
curve or V(f) curve is generated (see Figure 4.17c). In this case, peaks will
be observed at frequencies for which Lamb modes are generated. If the signal
frequency does not correspond to a Lamb wave generation frequency, then
the received signal strength should be close to zero; the reflected signal
energy in this case remains mostly confined between lines AB and CD and
does not reach the receiver.

4.4.1.2 Nondestructive Inspection of Large Plates 

Following the technique presented above it is possible to generate multiple
Lamb modes in a plate. In this section the interaction between Lamb modes
and internal defects in a plate is investigated. Ghosh and Kundu (1998) have
shown that strong and consistent Lamb modes can be generated in large
plates by placing the transducers in small conical water containers attached
to the plate as shown in Figure 4.18, instead of immersing the entire plate
in a big water tank. The bottomless containers are attached to the plate in a
watertight manner such that the water is in direct contact with the plate.
Alleyne and Cawley (1992) also avoided immersing the entire plate in a
water tank and generated Lamb waves in the plate by placing inclined
transducers in cylindrical holes filled with water. In both of these cases water
coupling is provided between the transducers and the plate  — in one case
the cylindrical water column, and in the other case the conical water volume
provides this coupling. Between these two, conical water volumes are found
to produce more consistent signals. 

Using the transmitter-receiver arrangement shown in Figure 4.18, Lamb
waves are generated in a 0.39-in. (9.9-mm) thick steel plate. Details of this
experiment with steel and aluminum plates are given in Ghosh et al. (1998).
Some experimental results generated for the steel plate are given in this
chapter. Plate length and width are 60-in. (1524 mm) and 3.5-in. (88.9 mm),
respectively. A 2-in. (50.8 mm) long hole of 0.125 in. (3.175 mm) diameter is
drilled into the central plane of the plate parallel to its surface to artificially
produce an internal defect (see Figure 4.19).

FIGURE 4.18
Transducers in conical water containers. (Source: From Ghosh, T. and Kundu, T., J. Acoust. Soc.
Am., 104, 1498–1502, 1998. With permission.)
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256 Ultrasonic Nondestructive Evaluation

Figure 4.20 shows the V(f ) curves for the specimen of Figure 4.19 over the
nondefective region (region that does not contain the hole) for 26∞ angle of
incidence. The distance between the transmitter and the receiver for all
experimental results is 12 in. (304.8 mm). This incident angle corresponds to
a phase velocity of 3.4 km/sec, derived from Snell’s law (Equation 4.31) with
cf = 1.49 km/sec.

The four curves of Figure 4.20 correspond to four different experiments
carried out on four regions of the plate at four different times. They show
some difference because at low frequency the signal is not well collimated.
Directivity of the signal is controlled by the inclination of the transducer and
relative positions of the inclined transducers with respect to the bottom
section of the conical container. During different experiments the transducer
position relative to the bottom section of the conical container slightly

FIGURE 4.19
Steel plate with a hole. All dimensions are in inches. (Source: From Ghosh, T. et al., Ultrasonics,
36, 791–801, 1998. Reprinted with permission from Elsevier.)

FIGURE 4.20
Four V(f ) curves generated by the setup of Figure 4.18 over the defect-free region of the plate
of Figure 4.19 for 26∞ incident angle. (Source: From Ghosh, T. et al., Ultrasonics, 36, 791–801,
1998. Reprinted with permission from Elsevier.)
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Guided Waves for Plate Inspection 257

changes, giving rise to the variations in the V(f ) curves even when the plate
dimension and its properties do not change. One can also see that the noise
level is higher at lower frequencies because the signal is more scattered. In
other words, its directivity is poorer at lower frequencies.

In spite of this noise and the variations of V(f ) curves from experiment to
experiment, it is easy to observe two strong and distinguishable peaks —
one near 230 kHz and the second one near 600 kHz in Figure 4.20. Another
peak near 540 kHz is also observed in the V(f ) plot, but it is much weaker
than the peak near 600 kHz. 

Theoretical dispersion curves for this specimen are computed and plot-
ted in Figure 4.21. The experimental points (frequencies at which peaks
occur in Figure 4.20 are plotted along with the theoretical curves in Figure
4-21 to identify the Lamb modes that correspond to the two peaks of
Figure 4.20. The strong peaks of the V(f ) curves have been denoted by
the * symbol while the weak peaks are denoted by the + symbol in Figure
4.21. Since peak frequencies change from experiment to experiment, the
experimental frequency scattering range (instead of a single value) is
shown in Table 4.1 and on the dispersion curve plot (Figure 4.21) for
every mode. After plotting the experimental points on the theoretical
dispersion curves in Figure 4.21, it is clearly seen that the two peaks of
Figure 4.20 correspond to the 0th-order symmetric (S0) and first-order
antisymmetric (A1) modes.

V(f ) curves for the defective region are shown in Figure 4.22. For these
plots the transmitter and the receiver are placed on opposite sides of the hole.
The Lamb wave generated in the plate by the transmitter must propagate
through the plate region containing the hole, before reaching the receiver.
The four curves of Figure 4.22 are for four different experiments carried out
at four different locations, but the defect (the hole) is located between the
transmitter and the receiver in all four cases. Note that the S0 mode has been

TABLE 4.1

Lamb Mode Peaks for 26∞ Incidence Angle (See Figure 4.20 
and Figure 4.22)

Mode S0 A1

Frequency Range 
(kHz) 224–241 588–617

Amplitude 
Information Non-def. Def. Non-def. Def.

Min. 3333 203 8782 8637
Max. 4782 1534 9797 9536
Average amp. 3713 785.5 9116 9034
Percentage change -78.8 -0.89

Source: From Ghosh, T. et al., Ultrasonics, 36, 791–801, 1998. Reprinted with
permission from Elsevier.
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258 Ultrasonic Nondestructive Evaluation

strongly affected, almost disappeared, by the defect (hole), but the A1 mode
is quite insensitive to the defect. 

Results from Figures 4.20 and 4.22 are summarized in Table 4.1. In this
table the row identified as Frequency range describes the frequency range
in which the Lamb wave peaks are observed for all four experiments. The rows
identified as Min, Max, and Average amp. show the minimum, maximum, and
average values of the four peaks corresponding to the four experimental curves

FIGURE 4.21
Theoretical dispersion curve for a 0.39-in. thick steel plate (cP = 5.72 km/sec, cS = 3.05 km/sec,
r = 7.9 g/cm3). Experimental points are shown by * and + symbols, for strong and weak peaks,
respectively.

FIGURE 4.22
V(f ) curves over the defective region of the steel plate for 26∞ angle of incidence. (Source: From
Ghosh, T. et al., Ultrasonics, 36, 791–801, 1998. Reprinted with permission from Elsevier.)
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Guided Waves for Plate Inspection 259

over the nondefective (Non-def column) and defective regions (Def column).
The percentage change of the average amplitude of the S0 mode (see
Table 4.1) due to the presence of the defect is -78.8%, where the minus sign
implies a reduction in the peak amplitude. The change of the A1 mode due
to the defect is only -0.89%. 

The computed stress patterns inside the plate for phase velocities varying
from 3 to 5 km/sec for the S0 and A1 modes are shown in Figure 4.23 and
Figure 4.24, respectively. The depth dimension is normalized with respect
to the total plate thickness. In these figures, s11, s22, and s13 stand for the
horizontal normal stress, vertical normal stress, and the shear stress com-
ponent, respectively. The x1- and x2-axes are located parallel and perpen-
dicular to the plate surface, respectively. For the S0 mode (Figure 4.23) at
3.4 km/sec phase velocity, the normal stress s22 is large near the central
plane of the plate (depth = 0.5), but s12 is 0 there. In presence of the hole,
these stress components are altered because the normal and shear stress
components at the free surface of the hole must vanish; as a result, the
propagating mode is affected. For the A1 mode (Figure 4.24), normal stresses
(s11 and s22) are 0 at the central plane of the plate, and s12 has a nonzero
value at the central plane of the plate (s12 is 0 in the entire plate near the
phase velocity of 4 km/sec). However, since the two normal stress compo-
nents are zero at the central plane, the defect has a smaller effect on the A1

mode. 
For 17∞ incident angle (phase velocity from Snell’s law is 5.1 km/sec)

strong peaks in the V(f) curves for the plate without any defect are observed
near 210, 340, and 580 kHz (Figure 4.25). These correspond to S0, A1, and S1

modes, respectively (see Figure 4.21). In Figure 4.21 one can notice that
theoretical A1 and S1 modes are very close to the experimental values. The
experimental points corresponding to the S0 mode are not very close to the
theoretical S0 curve. This is due to the fact that the transducer response below
200 kHz is very weak (the transducers have a central frequency of 500 kHz).
Second, although the transducer is inclined at 17∞ the 200-kHz signal that
generated the Lamb wave in the plate probably did not strike the plate
exactly at 17∞, inclination but at a slightly larger angle. This makes the
corresponding phase velocity smaller (from Snell's law, Equation 4.31) and
thus bringing the experimental point closer to the theoretical curve. 

The four V(f ) curves for the defective region are shown in Figure 4.26. One
can clearly see that due to the presence of the defect S0 and S1 modes change
significantly, but the A1 mode is not very sensitive to the defect. This result
is summarized in Table 4.2. The amplitude of the S0 mode is reduced by more
than 72% due to the defect; this reduction for the S1 mode is more than 64%,
while the reduction of the A1 mode is only 3.5%. The justification for the
symmetric modes being more sensitive to the defect is the same as before.
Figure 4.23 shows that for the S0 mode, for 5.1 km/sec phase velocity s11 is
very large and s22 is moderately large at the central plane. As a result, this
mode has been significantly affected (-72.79%) by the presence of the defect
at the central plane of the plate. Figure 4.27 shows that, for the S1 mode, for
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260 Ultrasonic Nondestructive Evaluation

5.1 km/sec phase velocity s11 is small, but s22 is large at the central plane of
the plate. As a result, this mode has also been strongly affected (-64.48%) by
the defect, although to a lesser degree than the S0 mode (-72.8%). The A1 mode
on the other hand makes the shear stress component s12 nonzero, but the normal

FIGURE 4.23
Amplitude variations of horizontal normal stress (s11, top figure), vertical normal stress (s22,
middle figure), and shear stress (s12, bottom figure) inside the steel plate for S0 mode, as the
phase velocity varies from 3.1 to 5.1 km/sec; depth is 0 for the top of the plate and 1 for the
bottom of the plate. Dispersion curves for this steel plate are shown in Figure 4.21.
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Guided Waves for Plate Inspection 261

stress components s11 and s22 are zero at the central plane (Figure 4.24); how-
ever, although s12 is nonzero, it is small at the central plane for 5.1 km/sec
phase velocity; this mode is not significantly affected by the presence of the
hole (only -3.5% variation). 

FIGURE 4.24
Amplitude variations of horizontal normal stress (s11, top figure), vertical normal stress (s22,
middle figure), and shear stress (s12, bottom figure) inside the steel plate for A1 mode as the
phase velocity varies from 3.1 to 5.6 km/sec; depth is 0 for the top of the plate, and 1 for the
bottom of the plate. Dispersion curves for this steel plate are shown in Figure 4.21.
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262 Ultrasonic Nondestructive Evaluation

TABLE 4.2

Lamb Mode Peaks for 17∞ Incidence Angle (See Figure 4.25 and Figure 4.26) 

Mode S0 A1 S1

Frequency Range 
(kHz) 201–219 334–352 573–595

Amplitude 
Information Non- def. Def. Non-def. Def. Non-def. Def.

Min. 2523 133 1294 1469 3504 950
Max. 4597 1544 2169 2335 4013 1830
Average amp. 3161 860 1625 1568 3714 1319
Percentage change -72.79 -3.5 -64.48

Source: From Ghosh, T. et al., Ultrasonics, 36, 791–801, 1998. Reprinted with permission from
Elsevier.

FIGURE 4.25
V(f ) curves for the defect-free region of the plate, for 17∞ angle of incidence. (Source: From
Ghosh, T. et al., Ultrasonics, 36, 791–801, 1998. Reprinted with permission from Elsevier.)

FIGURE 4.26
V(f ) curves over the defective region of the plate for 17∞ angle of incidence. (Source: From
Ghosh, T. et al., Ultrasonics, 36, 791–801, 1998. Reprinted with permission from Elsevier.)
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Guided Waves for Plate Inspection 263

4.5 Guided Waves in Multilayered Plates

So far we have analyzed Lamb wave propagation in a homogeneous isotro-
pic plate in a vacuum or immersed in a fluid. In this section, the guided
wave propagation in a multilayered solid plate is analyzed. Three problems

FIGURE 4.27
Amplitude variations of horizontal normal stress (s11, top figure), vertical normal stress (s22,
middle figure), and shear stress (s12, bottom figure) inside the steel plate for S1 mode, as the
phase velocity varies from 3.1 to 5.6 km/sec; the depth is 0 for the top of the plate, and 1 for
the bottom of the plate. Dispersion curves for this steel plate are shown in Figure 4.21.
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264 Ultrasonic Nondestructive Evaluation

that are considered here are:

1. Free vibration of a multilayered solid plate in a vacuum
2. Free vibration of a multilayered solid plate immersed in a fluid
3. Forced vibration of a multilayered solid plate immersed in a fluid

— a plane P-wave propagating through the fluid half-space strikes
the fluid-solid interface, creating the forcing excitation

Geometries of these three problems are shown in Figure 4.28.

FIGURE 4.28
Guided wave propagation through the n-layered plate (a) in a vacuum, (b) in a fluid, and (c)
the plate immersed in a fluid is struck by a downward P-wave of amplitude 1.
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Guided Waves for Plate Inspection 265

4.5.1 n-Layered Plate in a Vacuum

The problem geometry is shown in Figure 4.28a. The n number of layers of
thickness h1, h2, h3, … hn are perfectly bonded (no slippage condition) along
the (n - 1) interfaces at x2 = y1, y2, y3 … yn - 1 where y1 = h1, y2 = h1 + h2, y3 =
h1 + h2+ h3, and, yn - 1 = h1 + h2 + h3 +  +  hn - 1. Therefore, the displacement
components (u1 and u2), and the normal and shear stress components
(s22 and s12) across every interface must be continuous. In addition, normal
and shear stress components at the two boundary surfaces at x2 = y1 = h1,
and x2 = yn = h1 + h2 + h3 +  + hn must vanish because the boundaries must
be stress free when the plate is in vacuum. Thus, it is necessary to solve this
boundary value problem, subjected to these boundary conditions and con-
tinuity conditions across the interface.

The governing equation inside of a general mth layer can be satisfied by
considering upward and downward P- and S-waves in that layer. Note that
the subscript m stands for the mth layer. 

(4.32)

where am, bm, cm, and dm represent wave amplitudes for the downward and
upward P- and S-waves in the layer; kPm (= w/cPm) and kSm (= w/cSm) are P-
and S-wave numbers, respectively. The exponential term is defined such that
the phase term becomes zero at the lower interface of the layer. Note that
the phase of the exponential terms can be equated to zero at any level yp

simply by replacing ym-1 by yp. Real and imaginary components of am, bm, cm,
and dm are automatically adjusted during the satisfaction of continuity and
boundary conditions. 

Stress and displacement components at the top (x2 = ym) and bottom (x2 =
ym-1) of the layer can be defined as:
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266 Ultrasonic Nondestructive Evaluation

(4.33)

where

(4.34)

From Equation 4.33, displacement and stress components at the top and
bottom of the mth layer can be written in terms of the wave amplitudes in
the following matrix form: 

(4.35a)

and

(4.35b)
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Equation 4.35a and Equation 4.35b can be rewritten as

(4.36a)

(4.36b)

where  and {Sm-1} are 4 ¥ 1 stress-displacement vectors at x2 = ym and ym-1,
respectively, as given on the left-hand sides of Equation 4.35; {Cm} is the 4 ¥ 1
coefficient vector, [am bm cm dm]T, and [Gm], [Hm] are 4 ¥ 4 square matrices given
on the right-hand sides of Equation 4.35a and Equation 4.35b, respectively.

From Equation 4.36 we can write:

(4.37)

Equation 4.37 relates the stress-displacement components at the top and
bottom of the mth layer. The matrix [Am]  is known as the Layer
matrix or Propagator matrix (Thomson, 1950; Haskell, 1953; Kennett, 1983;
Kundu and Mal, 1985).

Similarly, for the m + 1st layer it is possible to write

(4.38a)

(4.38b)

(4.38c)

Note that from the displacement and stress continuity conditions across the
interface at x2 = ym,  of Equation 4.37 and Equation 4.38 must be identical.
Therefore,

(4.39)

In this manner, the stress-displacement vector at the top boundary can be
related to that at the bottom boundary:

(4.40)

In Equation 4.40 [J] is a 4 ¥ 4 matrix obtained by multiplying n number of
layer matrices. Equation 4.40 is written below in expanded matrix form and
the stress-free boundary conditions are enforced. Unknown displacement

{ } [ ]{ }S G Cm m m=

{ } [ ]{ }S H Cm m m- =1

{ }Sm

{ } [ ]{ } [ ][ ] { } [ ]{ }S G C G H S A Sm m m m m m m m= = =-
- -

1
1 1

( [ ][ ] )= -G Hm m
1

{ } [ ]{ }S G Cm m m+ + +=1 1 1

{ } [ ]{ }S H Cm m m= + +1 1

{ } [ ]{ }S A Sm m m+ +=1 1

{ }Sm

{ } [ ]{ } [ ][ ]{ }S A S A A Sm m m m m m+ + + -= =1 1 1 1

{ } [ ][ ][ ] [ ][ ]{ } [ ]{ }S A A A A A S J Sn n n n= =- -1 2 2 1 0 0K
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268 Ultrasonic Nondestructive Evaluation

components at the top and bottom boundaries are denoted as Un, Vn, U0,
and V0, as shown below. 

 (4.41)

From Equation 4.41, four algebraic equations with four unknowns, Un, Vn, U0, and 
V0, can be written in the following form:

  (4.42)

If the Lamb wave propagates through the plate, then the displacement com-
ponents at the top and bottom boundaries should not be equal to zero; in
other words, there should be a nontrivial solution of the above system of
equations. Therefore the determinant of the coefficient matrix must be zero,
as shown below:

  (4.43)

Equation 4.43 is the dispersion equation for the Lamb wave propagation
through the n-layered plate in a vacuum (see Figure 4.28a).

By assigning a nonzero value to one of the four unknown quantities, Un,
Vn, U0, and V0, the remaining three can be obtained from Equation 4.43. Then
the stress-displacement vector  can be computed at any interface x2 =
ym using the relation . To obtain the wave
amplitudes inside the mth layer Equation 4.36 can be used. In this manner
am, bm, cm, and dm are obtained; then the stress and displacement variations
(mode shapes) inside the plate are obtained from Equation 4.33.
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4.5.1.1 Numerical Instability

The method described above is known as the transfer matrix method, the
propagator matrix method, or the Thomson-Haskell matrix method, named
after Thomson (1950) and Haskell (1953), who first proposed this technique.
This technique works well as long as the product of the plate thickness and
wave frequency is not very large. When this product becomes large, then
numerical instabilities occur. The reason for this numerical instability is that
in Equation 4.43 the difference between two very large but close numbers is
computed. As the frequency times thickness increases, these two numbers
become very large, but remain close to each other; a good number of signif-
icant figures are lost when the subtraction operation is carried out. Note that
when the number of significant figures lost exceeds 32, then even the double
precision computations are not accurate enough to solve the dispersion equa-
tion or mode shapes. The numerical precision problem can be removed by
means of the delta matrix operation, a submatrix manipulation technique,
developed by Dunkin (1965), Dunkin and Corbin (1970), Schwab and Knopoff
(1970), and Kundu and Mal (1985).

4.5.1.2 Global Matrix Method 

The multilayered plate problem can be solved by an alternate matrix formu-
lation known as the global matrix method (Knopoff, 1964; Mal, 1988). The
numerical precision problem can be avoided by following the formulation
suggested by Mal (1988). 

As mentioned earlier, the source of the numerical problem is the growing
exponential terms in Equation 4.33 and in subsequent equations. From Equa-
tion 4.34 one can see that  and  grow exponentially when hm and bm

become imaginary. It is possible to bypass this problem of growing expo-
nential terms by defining the wave potentials in the mth layer in the follow-
ing form:

(4.44)

Note that the first terms of the potential expressions of Equation 4.44 are
defined slightly differently from their counterparts in Equation 4.32. With
this definition, for ym -1 < x2 < ym all exponential terms decay instead of grow-
ing when hm and bm become imaginary.
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270 Ultrasonic Nondestructive Evaluation

With these potential expressions the stress and displacement components
given in Equation 4.33 are changed to

(4.45)

Em and Bm are defined in Equation 4.34.
From Equation 4.45, displacement and stress components at the top and

bottom of the mth layer can be written in terms of the wave amplitudes in
the following matrix form: 

(4.46a)

and

(4.46b)

Equation 4.46a and Equation 4.46b can be written in the short form as given
in Equations 4.36a and 4.36b. Similarly, for the m + 1st layer Equation 4.38a
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and Equation 4.38b are obtained. The only difference here is that no terms
of [G] and [H] matrices contain  or .

From the stress-displacement continuity conditions across the interface we
get

(4.47)

From the stress-free boundary conditions at x2 = y0 and yn we get

(4.48)

In Equation 4.48 surface displacements U0, V0, Un, and Vn are unknowns.
Moving all unknowns to the left-hand side of Equation 4.48, it can be rewrit-
ten in the following form:

 

(4.49a)

 (4.49b)
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272 Ultrasonic Nondestructive Evaluation

Note that there are a total of eight algebraic equations in two matrix equa-
tions of Equation 4.49, and a total of 4(n - 1) algebraic equations in (n - 1)
matrix equations of Equation 4.47. The total number of unknown parameters
is defined by (4n + 4), these are U0, V0, Un, and Vn and am, bm, cm, and dm (m
= 1, 2, 3, … n). This system of 4(n + 1) algebraic equations can be written in
the following matrix form:

 

 
(4.50)

In Equation 4.50,  and  are 4 ¥ 6 coefficient matrices given in Equa-
tion 4.49a and Equation 4.49b, respectively. Expressions of [Gm], [Hm], and
{Cm} are given on the right-hand side of Equation 4.46.

For nontrivial solution of the above system of homogeneous equations
(also known as the global system of equations), the determinant of the
banded square matrix of Equation 4.50 must be equal to 0. By equating the
determinant to zero the dispersion equation is obtained. Then a unit value is
assigned to one of the unknowns (for example, U0 may be assumed to be 1),
and the remaining (4n + 3) unknowns can be solved. After solving the wave
amplitudes am, bm, cm, and dm (m = 1, 2, 3, … n), the displacement and stress
fields at any point can be computed from the displacement-potential and
stress-potential relations.

4.5.2 n-Layered Plate in a Fluid 

The problem geometry of the n-layered plate in a fluid is shown in
Figure 4.28b. The plate dimensions and material properties are identical to
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those given in Section 4.5.1. The only difference here is that the plate is
immersed in a fluid. Fluid properties are denoted by the subscript f.

The potential field in the fluid is given by

(4.51)

Subscripts L and U correspond to the lower and upper fluid half-spaces,
respectively. kf is the wave number in the fluid. Normal stress and displace-
ment components at the fluid-solid boundaries are obtained from the above
potential fields.

(4.52)

Wave potentials inside the mth layer are given in Equation 4.32. Subsequent
derivation (up to Equation 4.40) remains the same for this problem as well.
However, Equation 4.41 should be different in this case because the normal
stress components at the fluid-solid interfaces are not equal to zero. Equating
the vertical displacement and normal stress components at the fluid-solid
interfaces, computed from the wave potentials in the fluid and solid, the
following matrix equation is obtained:

(4.53)

Note that the shear stress component is zero at the top and bottom boundaries
of the plate because a perfect fluid cannot have any shear stress. Horizontal
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274 Ultrasonic Nondestructive Evaluation

displacement components, U0 and Un, in the solid plate are unknowns; they
are not necessarily equal to the horizontal displacement components in the
fluid because of the possibility of slippage occurring between the fluid and
solid particles at the fluid-solid interface. Equation 4.53 has four unknowns,
R, T, U0, and Un, and can be rearranged in the following manner:

(4.54)

For nontrivial solution of the above system of homogeneous equations, the
determinant of the coefficient matrix must be equal to zero. Thus we get:

(4.55)

Equation 4.55 is the dispersion equation for the leaky Lamb wave propa-
gation in an n-layered plate immersed in a fluid. 

As in the previous section, after solving the dispersion equation and
assuming U0 = 1, the other three unknown quantities, R, T, and Un, can be
obtained from Equation 4.54. Then the stress-displacement vector {Sm} can
be computed at any interface x2 = ym using the relation {Sm} = [Am][Am-1]
[A2][A1]{S0}. After evaluating {Sm}, Equation 4.36 is used to obtain the wave
amplitudes inside the mth layer; am, bm, cm, and dm are obtained as well. The
stress and displacement variations (mode shapes) inside the plate can be
obtained from the displacement-potential and stress-potential relations as
given in Equation 4.33.

Example 4.2

Prove that the dispersion equation in Equation 4.42 is a special case of the
dispersion equation in Equation 4.55. In other words, derive Equation 4.42
from Equation 4.55.

SOLUTION

Equation 4.42 is for a plate in a vacuum, while Equation 4.55 is for a
plate in a fluid medium. Therefore, as the fluid property approaches the
vacuum property, Equation 4.55 should approach Equation 4.42. Let us
assume that the fluid density (rf) and the acoustic wave speed in the
fluid (cf) are both very small, close to zero. In other words, the fluid is
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almost like the vacuum. Then the wave number (kf = w/cf) should be very
large and we see that

  

Substituting rf = 0 into Equation 4.55 we get 

Since hf is not equal to zero,

J31J42 - J32J41 = 0

4.5.2.1 Global Matrix Method 

As mentioned in Section 4.5.1, the numerical instability occurs for large
values of the frequency multiplied by the plate thickness. This numerical
precision problem can be avoided by following the delta-matrix manipula-
tion (Dunkin and Corbin, 1970; Kundu and Mal, 1985) or global matrix
method (Knopoff, 1964; Mal, 1988).

For this problem the first few steps of the global matrix formulation are
identical to those from the previous problem. Thus Equation 4.44 through
Equation 4.47 are valid in this case also. However, since the boundary con-
ditions are different for this problem, Equation 4.48 should be changed to
the following (see Equation 4.53):

(4.56)
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276 Ultrasonic Nondestructive Evaluation

In Equation 4.56 U0, Un, R, and T are unknowns. The above equations can
be rewritten in the following form:

(4.57a)

(4.57b)

Note that a total of eight algebraic equations are in the two matrix equations
of Equation 4.57, and a total of 4(n - 1) algebraic equations in the (n - 1)
matrix equations of Equation 4.47. The total number of unknown parameters
is (4n + 4); these are U0, Un, R, and T and am, bm, cm, and dm (m = 1, 2, 3, …
n). This system of 4(n + 1) algebraic equations can be written in the following
matrix form:

(4.58)
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coefficient matrices that are given in Equation 4.57a and Equation 4.57b,
respectively. Note that these expressions differ from the ones given in Equa-
tion 4.49. Expressions for [Gm], [Hm], and {Cm} are given on the right-hand
side of Equation 4.46. The unknown vectors of Equation 4.58 and Equation
4.50 are also slightly different.

For a nontrivial solution of the above system of homogeneous equations,
the determinant of the banded square matrix of Equation 4.58 must be equal
to 0. The dispersion equation is obtained by equating this determinant to
zero. Then a unit value is assigned to one of the unknowns (for example, U0

may be assumed to be 1) and the remaining (4n + 3) unknowns can be solved.
After solving the wave amplitudes am, bm, cm, and dm (m = 1, 2, 3, … n), the
displacement and stress fields at any point can be computed from the dis-
placement-potential and stress-potential relations.

4.5.3 n-Layered Plate Immersed in a Fluid and Struck by a Plane P-Wave

In the previous two sections (Section 4.5.1 and Section 4.5.2), we have
solved the free vibration problem  — plate in a vacuum or in a fluid, in
absence of any external excitation. In this section we consider the forced
vibration problem  — a multilayered plate is struck by a plane P-wave of
amplitude 1 as shown in Figure 4.28c. This external excitation generates a
reflected wave of amplitude R, a transmitted wave of amplitude T, and
upward and downward waves inside the plate layers as shown in Figure
4.28c. Let the incident angle (measured from the vertical axis) of the incoming
P-wave be q. Then the horizontal wave number should be k = kf sin q. 

The potential field in the fluid, in this case, should be similar to Equation
4.51, but with an additional term for the incoming P-wave in the upper fluid
half-space

(4.59)

Normal stress and displacement components at the fluid-solid boundaries
are obtained from the above potential fields

(4.60)
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278 Ultrasonic Nondestructive Evaluation

Wave potentials inside the mth layer are given in Equation 4.32. Subsequent
derivation (up to Equation 4.40) remains the same for this problem as well.
However, Equation 4.41 should be different in this case because the normal
stress components at the fluid-solid interfaces are not equal to zero. Equating
the vertical displacement and normal stress components at the fluid-solid
interfaces, computed from the wave potentials in the fluid and solid, the
following matrix equation is obtained:

(4.61)

Horizontal displacement components, U0 and Un, in the solid plate, are
unknowns; they are not necessarily equal to the horizontal displacement com-
ponents in the fluid because of the possibility of slippage occurring between
the fluid and solid particles at the fluid-solid interface. Equation 4.61 has four
unknowns, R, T, U0, and Un, and can be rearranged in the following manner:

(4.62)

The four unknowns, R, T, U0, and Un can be obtained from the above system
of nonhomogeneous equations. Then the stress-displacement vector {Sm} can
be computed at any interface x2 = ym using the relation {Sm} = [Am][Am-1]…
[A2] [A1] {S0}. After evaluating {Sm}, Equation 4.36 is used to obtain the wave
amplitudes inside the mth layer, obtaining am, bm, cm, and dm as well; then the
stress and displacement variations inside the plate can be obtained from the
displacement-potential and stress-potential relations as given in Equation 4.33.

4.5.3.1 Global Matrix Method 

As mentioned in Section 4.5.1 and Section 4.5.2, the numerical instability
occurs for large values of the frequency multiplied by the plate thickness.
This numerical precision problem can be avoided by following the delta-
matrix manipulation or global matrix method.
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For this problem, the first few steps of the global matrix formulation for
this problem are identical to those from the previous problems. Equation 4.44
through Equation 4.47 apply to this problem as well. However, since the
boundary conditions are different here, Equation 4.48 should be changed to
the following (see Equation 4.61):

  (4.63)

In Equation 4.63 U0, Un, R, and T are unknown quantities. The above equa-
tions can be rewritten in the following form:
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Note that Equation 4.64a is identical to Equation 4.57a, but Equation 4.64b
differs from Equation 4.57b. There are eight algebraic equations in the two
matrix equations of Equation 4.64, and a total of 4(n - 1) algebraic equations
in (n - 1) matrix equations of Equation 4.47. The total number of unknown
parameters is (4n + 4); these are U0, Un, R, and T and am, bm, cm, and dm (m =
1, 2, 3, … n). This system of 4(n + 1) algebraic equations can be written in
the following matrix form:

  

(4.65)

The banded square matrix expression of Equation 4.65 is similar to the one
given in Equation 4.50 and Equation 4.58. In Equation 4.65,  and  are
4 ¥ 6 coefficient matrices that are given in Equation 4.64a and Equation 4.64b,
respectively. Note that these matrices are identical to those given in Equation
4.57, but different from the ones given in Equation 4.49. Expressions of [Gm],
[Hm], and {Cm} are given on the right-hand side of Equation 4.46. Unknown
vectors of Equation 4.65 and Equation 4.58 are the same, but the two vectors
on the right-hand side of these two equations differ.

The system of nonhomogeneous equations in Equation 4.65 can be solved
to obtain the (4n + 4) unknowns. After solving the wave amplitudes am, bm, cm,
and dm (m = 1, 2, 3, … n), the displacement and stress fields at any point can
be computed from the displacement-potential and stress-potential relations.

4.6 Guided Waves in Single and Multilayered 
Composite Plates

Until now we have analyzed plates made of isotropic elastic layers only. All
those analyses excluded the fiber-reinforced composite plates and any plate
made of anisotropic layers. In this section, guided wave propagation through
a unidirectional fiber-reinforced composite plate and multilayered composite
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plates, made of anisotropic layers, is studied. In the multilayered plate, fiber
direction can vary from one layer to the next.

For this plate problem, it is possible to consider three separate problem
geometries as shown in Figure 4.28: (1) plate in a vacuum, (2) plate in a fluid
and (3) plane P-wave striking a plate in a fluid. We have already shown in
the previous section (Example 4.2) that the plate in a vacuum is a special
case of the plate in a fluid; therefore, it is not necessary to consider the plate
in a vacuum problem separately. In the dispersion equation for the plate
immersed in a fluid, if we set the fluid density equal to zero and the acoustic
wave speed of the fluid to a small number, then we recover the dispersion
equation for the plate in a vacuum. In Section 4.5 it is also shown that the
dispersion equation for the free vibration problem (plate in a fluid) can be
obtained from the forced vibration problem (plane P-wave striking a plate
in a fluid), because the only difference between these two problems is that
for the free vibration problem we get a system of homogeneous equations.
The forced vibration problem results in a system of nonhomogeneous equa-
tions. The coefficient matrix from which the dispersion equation is derived
is identical for the two problems (see Equation 4.65 and Equation 4.58 or
Equation 4.62 and Equation 4.54). If we analyze the forced vibration problem
and a plane P-wave striking a composite plate immersed in a fluid, then we
solve the most general problem. The two free-vibration problems, plate in a
vacuum and plate in a fluid, can be derived from this forced vibration prob-
lem. This problem is solved following the technique outlined by Mal et al.
(1991).

Following Mal’s notation, the coordinate axis for this problem geometry
is slightly changed from our earlier assumptions. The vertical axis is changed
from x2 to x3 (positive downward), and the wave propagation direction is
inclined at an angle f with respect to the x1 axis as shown in Figure 4.29.

The stress-strain relation for a transversely isotropic solid is given in Chap-
ter 1, Equation 1.63 and Equation 1.64. Those relations are given for the x3-
axis being the axis of symmetry. If the x1-axis becomes the axis of symmetry,

FIGURE 4.29
Reflection of a plane P-wave by a fiber-reinforced composite plate immersed in a fluid. Fiber
direction is the x1-direction. Plane containing the incident and reflected waves form an angle f
with the x1-axis.
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282 Ultrasonic Nondestructive Evaluation

then, following the reasoning given in Chapter 1, it can be shown that
Equation 1.63 is changed to 

(4.66)

where

(4.67)

This stress-strain relation can be found in any book on mechanics of aniso-
tropic solids (Christensen, 1981). For comparison, the reader can also refer
to Chapter 1, Equation 1.63 and Equation 1.64.

Buchwald (1961) proposed the following displacement-potential relation,
which is useful for solving this problem:

(4.68)

In absence of any body force, the equations of motion (Chapter 1,
Equation 1.78) become

(4.69)

Substituting Equation 4.66 into Equation 4.69 and specializing the equations
for harmonic time dependence , we obtain

(4.70)

s
s
s
s
s
s

e
e
e

e
e
e

11

22

33

23

31

12

11 12 12

22 23

22

44

55

55

11

22

33

23

31

12

0 0 0
0 0 0
0 0 0

0 0
0

2
2
2

Ï

Ì

Ô
Ô
ÔÔ

Ó

Ô
Ô
Ô
Ô

¸

ý

Ô
Ô
ÔÔ

þ

Ô
Ô
Ô
Ô

=

È

Î

Í
Í
Í
Í
Í
Í
Í
Í

ù

û

ú
ú
ú
ú
ú
ú
ú
ú

Ï

Ì

Ô
Ô
ÔÔ

Ó

Ô
Ô
Ô
Ô

¸

ý

Ô
Ô

C C C

C C

C

C

symm C

C

ÔÔÔ

þ

Ô
Ô
Ô
Ô

C
C C

44
22 23

2
=

-

u

u

u

x

x x

x x

1

2

3

1

2 3

3 2

1

2

3

0 0
0
0

Ï

Ì
Ô

Ó
Ô

¸

ý
Ô

þ
Ô

=
∂ ∂

∂ ∂ ∂ ∂
∂ ∂ -∂ ∂

È

Î

Í
Í
Í

ù

û

ú
ú
ú

Ï

Ì
Ô

Ó
Ô

¸

ý
Ô

þ
Ô

/
/ /
/ /

f
f
f

s s s r

s s s r

s s s r

11 1 12 2 13 3 1

21 1 22 2 23 3 2

31 1 32 2 33 3 2

, , ,

, , ,

, , ,

˙̇

˙̇

˙̇

+ + =

+ + =

+ + =

u

u

u

( )e i t- w

( ) ( ) ( )

( ) ( ) ( )

, , , , , , ,

, , , , , , ,

C u C u C u C u u C u u u

C u u C u C u C u C u u u

C

11 1 11 12 2 21 12 3 31 55 1 22 2 12 55 1 33 3 13
2

1

55 1 21 2 11 12 1 12 22 2 22 23 3 32 44 2 33 3 23
2

2

55

0

0

+ + + + + + + =

+ + + + + + + =

rw

rw

(( ) ( ) ( ), , , , , , ,u u C u u C u C u C u u1 31 3 11 44 2 32 3 22 12 1 13 23 2 23 22 3 33
2

3 0+ + + + + + + =rw

1462.book  Page 282  Monday, December 1, 2003  3:06 PM

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



Guided Waves for Plate Inspection 283

Then substitution of Equation 4.68 into Equation 4.70 gives

 (4.71)

The first equation of Equation 4.71 can be written as

 

 (4.72)

where 

Similarly, the second equation of Equation 4.71 can be rewritten in the fol-
lowing form:
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 (4.73)

and the third equation is rewritten as

(4.74)

Note that the sufficient conditions for satisfying Equation 4.72 through Equa-
tion 4.74 are

(4.75)

Equation 4.75 can be rewritten in the following form:
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Substituting

(4.77)

in Equation 4.76 we get

(4.78a)

Equation 4.78a can be written in matrix form

 

(4.78b)

The solution for the above system of differential equations is given by (Mal
et al., 1991)
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or

(4.79)

where

(4.80a)

(4.80b)

(4.80c)

subject to  
From the potential expressions given in Equation 4.79, the three displace-

ment components and the normal and shear stress components at a surface,
x3 = constant can be obtained using Equation 4.68 and Equation 4.66:
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where

(4.82)

(4.83)

(4.84a)

(4.84b)

The wave field due to the incident wave (see Figure 4.29) is given by:

(4.85)
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Acoustic wave potentials in the upper and lower fluids are denoted by  and
, respectively. Then the displacement and stress components in the fluid

are given by

(4.87)

where the subscript a is either 0 (for the top fluid) or b (for the bottom fluid).
In terms of the reflection and transmission coefficients, R and T, the wave

potentials in top and bottom fluid half-spaces are given by:

(4.88)

Normal displacement and stress components should be continuous across
the top and bottom interfaces, between the fluid half space and the plate.
Shear stresses should vanish at the interfaces. Fluids and solids can have
different horizontal displacement components across an interface. Therefore,
the displacement and stress components at the top and bottom surfaces of
the plate can be written as:

(4.89)

Substituting Equation 4.88 into Equation 4.89 yields:

 

 (4.90)

where z0, z1, and z2 are defined in Equation 4.86. Propagation term
is implied in every term. Note, that u1 and u2 of Equation 4.89 are related to
U0, V0, U1, and V1 of Equation 4.90 in the following manner:
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4.6.1 Single Layer Composite Plate Immersed in a Fluid

Equating {S(x3)} of Equation 4.90 and Equation 4.81 at x3 = 0 and H, we get
a total of 12 equations, with 12 unknowns:

. Because it gives a system of nonhomogeneous equations, the
12 unknowns can be uniquely solved using the 12 equations. The dispersion
equation is obtained by equating the determinant of the coefficient matrix
to zero.

4.6.2 Multilayered Composite Plate Immersed in a Fluid

Like before, symbols and steps given in Mal et al. (1991) are followed in this
section. A multilayered, multiorientation composite plate is analyzed here.
The global coordinate system xyz is introduced, where the xy-plane is parallel
to the surfaces of the plate. For each layer, or lamina, a local coordinate
system x1x2x3 is also introduced, with the x1-axis along the fiber direction
and the x3-axis being identical to the z-axis. The fiber direction (x1-axis) in
each lamina makes an angle jm to the x-axis; jm, in general, varies from one
lamina to the next.

The z-dependent parts of the three displacement components in the global
coordinate system are denoted by U(z), V(z), and W(z) and the three stress
components s13, s23, and s33 by X(z), Y(z), and Z(z), respectively. The symbols
ui and si3 (i = 1, 2, 3) denote the z-dependent parts of the displacement and
stress components in each local coordinate system.

The displacement and stress vectors in the global coordinate system are
transformed from those in the local coordinate system by the following
relations:

(4.91)

where the subscript and superscript m represents the corresponding com-
ponents in the mth layer, and the transformation matrix [L(m)] is given by

(4.92)
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290 Ultrasonic Nondestructive Evaluation

The stress-displacement vector {S(z)} must be continuous across all inter-
faces parallel to the xy-plane. In the m-th lamina (for which ),
the {Sm(z)} vector is represented in the following partitioned matrix form,
using Equation 4.81 and Equation 4.91:

(4.93)

where all partitioned submatrices and vectors are of order three. The vec-
tors  and the matrices [Qij(m)] have the same definitions as those for
the uniform plate (see Equation 4.83 and Equation 4.84). For computing
[Qij(m)], material properties in Equation 4.84 should be substituted by those
for the mth lamina. The matrices  are given by

  (4.94)

The continuity conditions across the interface zm, {Sm (zm)} = {Sm+1(zm)}, can be
written as:

(4.95)

where
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with hm = zm - zm-1. The superscripts - and + represent the upper and lower
interface of the m-th lamina. Furthermore, the wave numbers zj (j =1, 2, 3)
are subject to the constraint Im(zj) > 0 so that the diagonal elements of [Em]
are always bounded.

Consider a multilayered, multiorientation composite plate, having N lay-
ers and subjected to a plane acoustic wave striking its top surface. The
following equation can be obtained by satisfying boundary conditions at the
fluid-solid interfaces and continuity conditions at the inner interfaces:

(4.97)

where the matrices  and vectors {P1} and {P2} are related to
the fluid loading and are given by

(4.98)

The unknown coefficients, R and T, and the tangential displacements on the
fluid-solid interfaces are contained in {A0} and {Ab} (or {AN + 1}) in the following
form:

(4.99)
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292 Ultrasonic Nondestructive Evaluation

Equation 4.97 can be solved by standard numerical methods.

4.6.3 Multilayered Composite Plate in a Vacuum (Dispersion Equation)

To obtain the dispersion equation for a multiorientation composite laminate
placed in a vacuum, the traction values at the two outer surfaces are set
equal to zero. Then Equation 4.97 gives a system of homogeneous equations.
A nontrivial solution for that system of equations exists if 

(4.100a)

where

(4.100b)

For waves propagating in a cross-ply laminate at 0 or 90∞ orientation to
the fibers of the top lamina, the determinant becomes singular since it
includes the antiplane (shear horizontal [SH]) motion. To remove this sin-
gularity, it is necessary to remove the elements associated with SH-wave
motion and adjust the dimensions of the matrices appropriately (Mal et al.,
1991).

4.6.4 Composite Plate Analysis with Attenuation

The solution technique discussed in Section 4.6.1 through Section 4.6.3 ignores
the material attenuation. To incorporate the material attenuation in the for-
mulation, the material constants of Equation 4.66 are to be made complex. The
real parts give the stiffness properties and the imaginary parts are associated
with the attenuation properties. Attenuation or dissipation of the waves in
fiber reinforced composite materials is caused by the viscoelastic nature of
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the matrix and by scattering from fibers and other inhomogenities. Both of
these effects can be modeled in the frequency domain by assuming that the
material constants, Cij, are complex and frequency dependent. For isotropic
viscoelastic solid modeling, P- and S-wave speeds can be made complex and
expressed in the following form (Mal et al., 1992):

(4.101a)

where Qa and Qb are called quality factors.
Laboratory measurements on a variety of materials have shown that (Mal

et al., 1992): (1)  are independent of frequency in a broad
frequency range; (2)  are proportional to the wave speeds ,
respectively; and (3) numerical values of  for most materials are
large. Therefore,

(4.101b)

From Equation 4.101a and Equation 4.101b we get
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294 Ultrasonic Nondestructive Evaluation

(4.101d)

The material attenuation is expressed in terms of only one material param-
eter, p. This is possible due to the experimental fact that the quality factor,
which is proportional to the inverse of the damping factor (p/2), is approx-
imately proportional to the wave speed.

For a transversely isotropic solid, it can be shown that the five bulk wave
speeds in the material are proportional to  for i = 1 to 5 (see Equation 4.77
for the definition of ai). Thus, for such anisotropic solids with attenuation,
ai of Equation 4.77 can be made complex in the same manner as in Equation
4.101d, (Mal et al., 1992): 

(4.102)

Note that in the above definition there is only one independent parameter
p that is associated with the material attenuation, and p/2 is called the
damping factor or damping ratio. The damping factor is frequency-independent
at low-frequency range, when the wavelengths are long compared to the
internal microstructure dimensions (grain size, fiber diameter, etc.). At higher
frequencies the damping factor increases with the frequency because of the
wave scattering by the internal microstructure. Mal et al. (1992) proposed
the following frequency dependence of the damping factor:
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(4.103)

where H(f ) is the Heaviside step function, p0 and a0 are material constants,
n = 2 for 2-dimensional models, and n = 3 for 3-dimensional models. Equation
4.103 implies that wave attenuation is constant for frequency less than f0,
and it increases with frequency for frequency greater than f0. The material
parameter a0 determines the rate of increase of attenuation with frequency.

The quality factor and damping factor are only two of many definitions
associated with the material damping and attenuation. Other terminologies
and symbols used for material damping are:

Y = Specific damping capacity
h =  Loss factor
d =  Logarithmic decrement
f = Phase angle by which stress leads strain
E≤ = Loss modulus
z =  p/2 = Damping ratio or damping factor
DW = Energy loss per cycle
a = Attenuation 

Relations between these various definitions of material damping are given
below for small values of material damping (tanf < 0.1) (Kinra and
Wolfenden, 1992):

(4.104)

where
Q = Quality factor
E¢ = Storage modulus
W = Maximum elastic stored energy
l = Wavelength of elastic wave

4.7 Defect Detection in Multilayered Composite Plate

Following the theory described in Section 4.6, Mal et al. (1991) calculated
the reflected spectra of defect-free and damaged (delaminated) composite
plates. They have shown both theoretically and experimentally that delam-
ination has a strong effect on the reflected signal spectra. Scanning a plate
by Lamb waves to detect internal defects has been proposed by Nagy et al.
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296 Ultrasonic Nondestructive Evaluation

(1989), Chimenti and Martin (1991), Ditri, Rose and Chen (1992), Kundu et al.
(1996), Maslov and Kundu (1997), and Kundu and Maslov (1997), among
others. Yang and Kundu (1998) used the theory of guided wave propagation
in multilayered anisotropic composite plates to conclude which Lamb mode
should be used to detect defects in a specific layer of a 12-ply composite
plate. Later, Kundu et al. (2001) analyzed the stress profiles in a multilayered
composite plate generated by an ultrasonic beam striking the plate at an
incident angle close to the Lamb critical angle and not exactly at the critical
angle. Results showed that it is possible to detect different types of defect
(delamination, broken fibers, missing fibers, etc.) in the composite plate
and approximately predict in which ply the defect is located. A five-layer
metal-matrix (Ti-6Al-4V) composite plate reinforced by SCS-6 fibers was
studied by Kundu et al. (2001). The numerical and experimental results of
this study are presented in Section 4.7.2.

4.7.1 Specimen Description

The specimen is a 5-layer metal matrix composite plate of dimension 80 ¥
33 ¥ 1.97 mm3. Five layers or plies of SCS-6 fibers in Ti-6Al-4V matrix are
oriented in 90∞ and 0∞ directions in alternate layers. SCS is a copyrighted/
registered name by the fiber manufacturer, Textron Inc. This fiber has a
carbon core of about 25 mm diameter, two concentric layers of silicon carbide
surround the carbon core, and two very thin (a few microns thick) layers of
carbon coating are placed on the outside. The overall fiber diameter is about
152 mm. The fibers in the top, middle, and bottom layers are oriented in the
x2-direction or along the length of the plate; the other two plies are in the
x1-direction or along the width of the plate as shown in Figure 4.30. The
composite was made by the foil-fiber-foil technique. The internal flaws in
this figure were intentionally introduced in the plate during the fabrication
process. The first (top) and the fifth (bottom) layers of fibers did not have
any flaw. The left part of the second layer fibers was coated with boron
nitride to impede the formation of good bonding between the fibers and the
matrix. The fibers in the third layer were intentionally broken near the
middle. The fourth layer had two areas of missing fibers; on the left side five
fibers and on the right side ten fibers were removed. Photographs of the
third and fourth layers are shown in Figure 4.31. These photographs were
taken before fabricating the specimen. Broken and missing fiber zones can
be clearly seen in these photographs.

Figure 4.30 shows how the specimen was scanned by propagating Lamb
waves in the direction normal to the fiber direction of layers 1, 3, and 5 and
parallel to the fibers of layers 2 and 4.

Before investigating the images generated by Lamb waves, the specimen
was first scanned by the normal incidence C-scan technique. The C-scan
images are shown in Figure 4.32. The three images of Figure 4.32 were
generated by 10-MHz (top and middle) and 75-MHz (bottom) focused trans-
ducers used in the pulse-echo mode. The transducer axis is positioned nor-
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FIGURE 4.30
(a) Relative orientations of the transmitter, receiver, and the plate specimen and (b) schematic
of the internal defects in the five layers of the composite plate specimen. (Source: From Kundu,
T. et al., Ultrasonics, 39, 283–290, 2001. Reprinted with permission from Elsevier.)

FIGURE 4.31
Photograph of (a) the broken fibers of the third layer and (b) missing fibers of the fourth layer,
taken before fabricating the specimen. (Source: From Kundu, T. et al., Ultrasonics, 34, 49–49,
1996. Reprinted with permission from Elsevier.) 
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298 Ultrasonic Nondestructive Evaluation

mal to the plate specimen. For the top and bottom images, the gate position
is such that the reflected signals from the middle of the layer are received
and the back surface echo is omitted; the internal defects should clearly be
seen in these two images, for the middle image the back surface echo is also
recorded. In all of these three images the debond can be clearly seen. The
missing and broken fibers can be faintly seen in some images. 

For understanding and analyzing the Lamb wave generated images, it is
necessary to compute the internal stress and displacement profiles when
Lamb waves propagate in the direction normal to the fiber direction of layers
1, 3, and 5. In other words, the fiber orientation relative to the Lamb wave
propagation direction is 90∞ for layers 1, 3, and 5, and 0∞ for layers 2 and 4.
During the experiment the specimen was immersed in water. 

4.7.2 Numerical and Experimental Results

For computing internal stresses and displacements in a multilayered plate all
the elastic constants of individual layers must be indentified. However, the five
independent elastic constants of the individual layers were not known and
could not be measured easily. Only the density (4.1 g/cm3) of the plate could
be measured without any difficulty. The P-wave speed (1.49 km/sec) and the
density (1 g/cm3) of the coupling fluid (water) are also known quantities.

Huang et al. (1997), and Yang and Mal (1996) gave elastic properties of
titanium (Ti) and silicon carbide (SiC) for SCS-6 fiber reinforced titanium
matrix. These properties are listed in Table 4.3.

From Table 4.3, the stress-strain relation for Ti and SiC can be written in
the following form. In the constitutive matrix (or [C] matrix) a range is given

FIGURE 4.32
Conventional C-scan images generated by 10-MHz (top and middle) and 75-MHz (bottom)
focused transducers, used in the pulse-echo mode. The back surface echo is omitted for con-
structing the top and bottom images, but it is considered for the middle image. (Source: From
Kundu, T. et al., Ultrasonics, 34, 49–49, 1996. Reprinted with permission from Elsevier.)
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Guided Waves for Plate Inspection 299

for each element. This range is obtained from the two sets of values of the
elastic constants given in Table 4.3:

Stress-strain relation for Ti:

(4.105a)

Stress-strain relation for SiC:

  

(4.105b)

Constitutive matrices of both Ti and SiC, in Equation 4.105a and Equation
4.105b are isotropic and have two independent elastic constants. However,
the SiC fiber reinforced Ti matrix composite has hexagonal symmetry. The
[C] matrix for the composite should be anisotropic and have five indepen-
dent elastic constants. Experimental values of phase velocity for different
Lamb modes at various frequencies, as obtained by Kundu et al. (1996), are
shown by 20 open triangles in Figure 4.33.

The [C] matrix for the individual layers of the five-layer composite plate
was obtained by the trial and error method by matching the theoretical

TABLE 4.3

Elastic Properties of Titanium and Silicon Carbide

Material

Young’s 
Modulus 
(E, GPa)

Poission’s 
ratio 
(nnnn)

Lame’s 
First constant 

(llll, GPa)

Shear 
Modulus 
(G, GPa)

Density 
(rrrr, g/cm3)

Titanium1 121.6 0.35 103.3 45.1 5.4
Titanium2 96.5 55.9 37.1 4.5
Silicon-Carbide1 415.0 0.17 91.4 177.4 3.2
Silicon-Carbide2 431.0 176 172.0 3.2

Note: Values given in these two references are marked by superscripts 1 and 2.
1Huang W., et al., J. Acoust. Soc. Am., 101, 2031–3042, 1997.
2Yang, R.-B. and Mal A.K., Int. J. Eng. Sci., 34, 67–79, 1996. 

Source: From Kundu T. et al., Ultrasonics, 39, 283–290, 2001. With permission from Elsevier.
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300 Ultrasonic Nondestructive Evaluation

dispersion curves with the experimental points. After a number of trials, the
following stress-strain relation gave the best fit between the theoretical
curves and the experimental points:

(4.106)

where x1 is the fiber direction (elastic constants are given in GPa). Note that
C44 = (C22 - C23)/2.

Theoretical leaky Lamb wave dispersion curves for the five-layer compos-
ite plate of 1.97 mm total thickness are shown in Figure 4.33 by black dia-
mond symbols connected by continuous lines. These are computed with the
individual layer properties given in Equation 4.106; for Lamb waves prop-
agating normal to the fiber direction of the top layer, see Figure 4.30. Lamb
modes are numbered from 1 to 7 from left (low frequency) to right (high
frequency). It should be noted here that the matching between the experi-
mental values and the theoretical dispersion curve is acceptable for the five
modes. Fourteen out of the 17 experimental values for these five modes
almost coincide with the theoretical curve, but the sixth and seventh modes

FIGURE 4.33
Numerically computed dispersion curves (diamond symbols connected by continuous lines).
Twenty experimental points are shown by triangular symbols. Stress plots of Figure 4.34, Figure
4.35 and Figure 4.37 are generated for eight different frequency-phase velocity combinations
(aj, bj, cj and dj, j = 1 and 2); those points are shown by cross markers. Square markers (points
c1 and c2) show the frequency-phase velocity combinations used for generating the two images
of Figure 4.36. The 7 modes, shown here, are numbered from 1 to 7. (Source: From Kundu, T.
et al., Ultrasonics, 39, 283–290, 2001. With permission from Elsevier.)
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did not match very well with the theoretical curves. This matching can be
further improved by adjusting the elastic properties of the layers by more
trial and error iterations or by implementing sophisticated optimization
schemes such as the simplex algorithm (Nelder and Mead, 1965; Karim et
al., 1990; Kundu, 1992; Kinra and Iyer, 1995). 

After obtaining the elastic properties, stress profiles are computed for
different frequency-phase velocity combinations on and around the second
and third Lamb modes. These frequency-phase velocity combinations, for
which stress profiles have been computed, are denoted by aj, bj, cj, and dj

(j = 1 and 2) and shown by eight crosses in Figure 4.33. The plots are obtained
for the plane longitudinal wave of a given frequency striking the composite
plate at a specified angle. The corresponding phase velocity is obtained from
the incident angle using Snell’s law (Equation 4.31). If the phase velocity-
frequency combination is such that it is near a leaky Lamb mode but does
not coincide exactly with the dispersion curve, then the stress and displace-
ment components would differ from those for the leaky Lamb wave propa-
gation. It should be mentioned here that, for the stress field computations
near Lamb modes, the contributions of incident, reflected, and transmitted
waves in the upper and lower fluid half spaces are considered. The incident
angle is set such that the phase velocity, computed from Snell’s law, becomes
close to a Lamb mode phase velocity. Because of the presence of the incident,
reflected, and transmitted signals the normal stress components, at the top
and bottom surfaces of the plate, do not have the same values. 

Images of the composite plate have been generated for two different fre-
quency-phase velocity combinations (c1 and c2). Both points are marked by
two squares in Figure 4.33. 

Figure 4.34 and Figure 4.35 show the computed stress profiles along the
thickness or depth of the plate for 6 frequency-phase velocity combinations:
two pairs (aj and bj) near the second mode and one pair (dj) near the third
mode. Figure 4.34 shows the shear stress (s13) variations along the depth of
the plate. Figure 4.35 shows the normal stress variations (s33 in the left
column and s11 in the right column). The phase velocity (cL) and the incident
angle (q) are related by Snell’s law. 

The horizontal axes of Figure 4.34 and Figure 4.35 show the depth along
the plate thickness (in the x3-direction, see Figure 4.30a) varying from 0 (top
of the plate) to 1.97 mm (bottom of the plate). Since the plate has five layers
of identical thickness, the layer interfaces are located at 0.394, 0.788, 1.182,
and 1.576 mm. In Figure 4.34 and Figure 4.35 the horizontal axis is marked
at 0.4, 0.8, 1.2, and 1.6 mm, very close to the interface positions. In each plot
of Figure 4.34 and Figure 4.35, two curves are shown. Dotted lines corre-
spond to the frequency-phase velocity combinations that are located slightly
below or left of the Lamb modes and the continuous lines correspond to the
points slightly above or right of the Lamb modes. The curves in Figure 4.34
and Figure 4.35 are marked as SIJ-q,f(aj) where q is the angle of incidence
in degree, f is the signal frequency in MHz, aj identifies the point (aj, bj, cj,
or dj) of Figure 4.33, and SIJ stands for S13 for shear stress (s13) and S33 or

1462.book  Page 301  Monday, December 1, 2003  3:06 PM

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



302 Ultrasonic Nondestructive Evaluation

S11 for normal stresses (s33 or s11). Note that the curves are not symmetric
about the central plane of the plate. Therefore, these near Lamb modes, which
are generated as the total effect of the incident, reflected, and transmitted
waves near the Lamb critical angle of incidence, should be able to distinguish
defects in a layer from similar defects in another layer of mirror symmetry.

It should be noted here that the continuous curves give relatively higher
values in the lower half of the plate. For the frequency-phase velocity com-
binations a2 and b2 (of Figure 4.33), s13 and s11 in the fourth layer are much
greater than those in the second layer. On the other hand, for a1 and b1 points,
the first and second layer responses are greater than the fourth and fifth
layer responses. This difference is less prominent for s33. This general trend
is true for points d1 and d2 also. However, for the point d2 the differences in
the stress amplitude between the upper and lower halves of the plate are
not as strong as those for points a2 and b2. 

The results from Figure 4.34 and Figure 4.35 are summarized below:

1. Stress fields in the neighborhood of a Lamb mode are not symmetric
with respect to the central plane of symmetry of the plate.

2. If moving in one direction relative to the Lamb mode causes the
stresses to grow in the upper half of the plate, then an opposite
direction movement will cause the stresses to grow in the lower half
of the plate.

FIGURE 4.34
Shear stress variations inside the composite plate near second (top figures) and third (bottom
figure) Lamb modes. Dotted lines have been generated for the frequency-phase velocity com-
binations denoted by points a1, b1, and d1 in Figure 4.33. Points a2, b2, and d2 of Figure 4.33
generate the continuous curves. (Source: From Kundu, T. et. al., Ultrasonics, 39, 283–290, 2001.
Reprinted with permission from Elsevier.)
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3. The percentage difference in the stress values between two layers of
mirror symmetry in the lower and upper halves of the plate is not
same for all stress components.

4. The percentage difference in the stress values between two layers of
mirror symmetry in the neighborhood of a Lamb mode varies from
one Lamb mode to another.

Is this difference in stress amplitudes sufficient to distinguish between the
defects in the upper and lower halves of the plate? To answer this question
two images of the specimen were generated with the frequency-phase veloc-
ity combinations corresponding to points c1 and c2 of Figure 4.33. It should
be mentioned here that point c1 corresponds to a 21∞ incident angle and
5.15-MHz signal frequency, and point c2 corresponds to a 20∞ incident angle

FIGURE 4.35
Normal stress variations inside the composite plate near second and third Lamb modes. Dotted
lines have been generated for the frequency-phase velocity combinations denoted by points a1,
b1, and d1 in Figure 4.33. Points a2, b2, and d2 of Figure 4.33 generate the continuous curves. s33

and s11 are shown in the left and right columns, respectively. (Source: From Kundu, T. et al.,
Ultrasonics, 39, 283–290, 2001. Reprinted with permission from Elsevier.)
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304 Ultrasonic Nondestructive Evaluation

and 5-MHz signal frequency. A laboratory-made ultrasonic scanner was used
for generating the ultrasonic images. A broadband Panametrics transducer
(0.5-in. diameter) was excited using the Matec 310 gated amplifier with tone-
burst signals from the Wavetek function generator. The reflected signal was
received by a Matec receiver and was digitized by a GAGE 40-MHz data
acquisition board, and then the received signal was analyzed. The computer
program computed either the peak-to-peak or the average amplitude of the
signal in a given time window and then plotted it in a grayscale with respect
to the horizontal (x1, x2) position of the transducers. The window was set
near the first arrival time of the signal, avoiding reflections from the plate
boundary. 

The generated images are shown in Figure 4.36. The 5-MHz signal, with
an incident angle of 20∞, clearly shows themissing fiber defects of the fourth
layer; the 5.15-MHz signal, with an incident angle at 21∞, shows the delam-
ination defect (darker region) of the 2nd layer. It also faintly shows the
missing fibers of the fourth layer. 

FIGURE 4.36
Two images of the five-layer composite plate specimen generated by two different frequency-
phase velocity combinations, shown by points c1 and c2 in Figure 4.33. The top image has been
generated by 5-MHz signal incident at 20∞ (point c2), and the bottom image has been produced
by 5.15-MHz signal incident at 21∞ (point c1). (Source: From Kundu, T. et al., Ultrasonics, 39,
283–290, 2001. Reprinted with permission from Elsevier.)

FIGURE 4.37
Shear stress variations inside the composite plate for frequency-phase velocity combinations,
denoted by points c1 (dotted curve) and c2 (continuous curve) in Figure 4.33. Corresponding
ultrasonic images are shown in Figure 4.36. (Source: From Kundu, T. et al., Ultrasonics, 39,
283–290, 2001. Reprinted with permission from Elsevier.)
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Delamination and missing fibers reduce the shear stress carrying capacity
at the defect position. Note that the compressive normal stress (s33) can be
present at the defect position from the nonvanishing contact pressure.
Therefore, a study of the s13 profile is critical for predicting the sensitivity
of the propagating waves to delamination and missing fiber type defects.
s13 profiles for points c1 and c2 of Figure 4.33 are shown in Figure 4.37. For
the 5-MHz signal, s13 is very small in the second layer and it is maximum
in the fourth layer. For this reason, in Figure 4.36 we see that the image
generated by the 5-MHz signal clearly shows the missing fiber defects of the
4th layer and completely ignores the delamination defect of the second layer.
On the other hand, with the 5.15-MHz signal (dotted line of Figure 4.37) the
shear stress is maximum in the second layer and very small in the fourth
layer. This explains why the image generated by the 5.15-MHz signal shows
the delamination defect (darker region) of the 2nd layer, while the missing
fiber defect of the fourth layer is not as clear.

The advantage of the near Lamb mode imaging is clearly demonstrated
here. In the conventional C-scan image (Figure 4.32), the delamination defect
guards the missing fiber defects. In the near Lamb wave image (Figure 4.36),
the delamination defect does not have much effect on the detection of miss-
ing fiber defects when the appropriate combination of the striking angle and
the signal frequency is selected. 

Exercise Problems 

Problem 4.1

Give the expression of s11 for symmetric and antisymmetric modes for the
Lamb wave propagating in the x1-direction in a plate of thickness 2h as shown
in Chapter 1, Figure 1.29. 

Problem 4.2

For a solid plate in the vacuum the dispersion equations are given in Equa-
tion 4.1, and when it is immersed in a fluid the dispersion equations are
given in Equation 4.21 and Equation 4.24.

a. If the P-wave speed in the fluid is a finite nonzero value af and the
fluid density is close to 0, then should Equation 4.1 approximately
give the dispersion equations for the plate immersed in that fluid?
Justify your answer.

b. If the P-wave speed in the fluid is close to 0 and the fluid density is
a finite nonzero value rf, then should Equation 4.1 approximately
give the dispersion equations for the plate immersed in that fluid?
Justify your answer.
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306 Ultrasonic Nondestructive Evaluation

Problem 4.3

Stonely-Scholte waves propagate along a fluid-solid interface (at x2 = 0)
with wave amplitudes decaying exponentially in both fluid (x2 > 0) and solid
(x2 < 0) media. 

a. Obtain an equation from which the Stonely-Scholte wave speed can
be computed. 

b. Is this Stonely-Scholte wave dispersive?

c. Specialize the dispersion equation in the limiting case as rf approaches
zero. 

Problem 4.4

Stonely waves propagate along the interface (at x2 = 0) of two solids with
wave amplitudes decaying exponentially in both solids (at x2 > 0 and x2 <
0). Obtain the dispersion equation from which the Stonely wave speed can
be computed. (Note: When one solid half-space is replaced by a fluid half-
space, then the interface wave generated at the fluid-solid interface is a
special case of Stonely wave and is known as Stonely-Scholte wave or
Scholte wave.)

Problem 4.5

a. Phase velocity of the guided antiplane wave propagating through a
plate of thickness 2h that is fixed at the bottom surface and free
(stress-free) at the top surface (see Figure 4.38) is given by

  

Derive the expression of the function f(cS, m).

FIGURE 4.38
Problem geometry for Problem 4.5.
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b. Plot the variation of the phase velocity (c0) as a function of frequency
(w) for the mode that has the lowest cutoff frequency. We will denote
this mode as the fundamental mode. In your plot show the cutoff
frequency (if any) and the asymptotic value of the curve. Is this mode
dispersive?

c. Obtain and plot the mode shape for the fundamental mode.
d. Show how the mode shape that you have obtained in part c is

satisfying the boundary conditions.

Problem 4.6

By expanding the Lamb wave dispersion equation for antisymmetric (or
flexural) modes at low frequencies, prove that the wave speed (cL) for the
fundamental flexural mode at low frequency is approximately given by 

where 2h is the plate thickness, r is the density, w is the wave frequency in
radian/second, and l and m are Lame's 1st and 2nd constants, respectively.

Problem 4.7

 and  of Equation 4.17 and Equation 4.18 are defined differently, while
keeping f and y definitions unchanged as shown below:
Symmetric motion:

Antisymmetric motion:

  

Prove that for the above definitions the dispersion equations take the fol-
lowing form:
Symmetric motion:
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308 Ultrasonic Nondestructive Evaluation

Antisymmetric motion:

Note that the above dispersion equations are different from those given in
Equation 4.21 and Equation 4.24.

Explain why this difference appears. In other words, what are the short-
comings of the above definitions of ffL and ffU?

Problem 4.8

Calculate the inclination angles (measured from the axis normal to the plate
surface) of two narrowband ultrasonic transducers of central frequency 1
and 5 MHz to generate A0, S0, A1, and S1 modes in a 1-mm thick aluminum
plate when the plate is immersed in water (wave speed = 1.48 km/sec) and
acetone (wave speed = 1.17 km/sec). You can assume that the dispersion
curves for aluminum, shown in Figure 4.6, are not significantly affected when
the plate is immersed in water or acetone.

Problem 4.9

a. A fluid layer of thickness 2h is trapped between two huge rocks (see
Figure 4.39). The fluid density is rf, and P-wave speed in the fluid
is cf. Obtain the dispersion equation for the guided wave propagation
through the trapped fluid layer. In your derivation, model the rock
as rigid blocks.

FIGURE 4.39
Fluid layer of thickness 2h, trapped between 2 rock half-spaces.
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b. Solve the dispersion equation and plot the variation of the phase
velocity as a function of frequency (w) for the first three modes. In
your plot, show the cutoff frequency (if any) and the asymptotic
value of each curve.

c. Obtain and plot the mode shapes (displacement and stress varia-
tions) for all three modes.
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5.1 Introduction

 

For over half a century, many investigators have studied wave propagation
in cylindrical waveguides, such as rods, pipes, cylindrical shells, rings, and
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annulus. Various theoretical approaches, approximate theories, and experi-
mental investigations have been reported in the literature. Major results of
these studies can be found in several classic books, including, Kolsky (1963),
Achenbach (1973), Graff (1975) and Miklowitz (1978). The major objective of
this chapter is to provide a comprehensive summary and systematic treat-
ment of cylindrical waveguides. Basic approaches are presented for studying
waves propagating in both the longitudinal and circumferential directions.
Major results are discussed and the related references are cited for readers
who are interested in more details. Furthermore, the emphasis of the discus-
sions are toward nondestructive evaluation applications. It is hoped that this
chapter will serve as a useful textbook or a reference tool for practitioners
who need background information on cylindrical waveguides.

The chapter is divided into five sections. Fundamental governing equa-
tions of wave motion in cylindrical coordinates are listed in Section 5.2.
Waves propagating in the longitudinal direction of the cylindrical waveguide
are discussed in Section 5.3. Section 5.4 focuses on waves propagating in the
circumferential direction. Some applications to nondestructive inspection of
pipes and annular components are discussed in Section 5.5.

 

5.2 Governing Equations in Cylindrical Coordinates

 

As discussed in Chapter 1 (see also Achenbach, 1973, p. 236), the displace-
ment equations of motion in a cylindrical coordinate system can be written as

  

 

(5.1)

(5.2)

(5.3)

 

where  is the Laplacian operator
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The corresponding stresses are given in terms of the displacements (Achen-
bach, 1973, pp. 75)

 

(5.6)

(5.7)

(5.8)

(5.9)

(5.10)

(5.11)

 

It follows from the Stokes-Helmholtz decomposition (see Chapter 1) that the 
displacement vector can be written in terms of a scalar and a vector potential 

function  and  
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It can be shown by direct substitution that the displacement equations of 
motion, Equation 5.1 through Equation 5.3, are identically satisfied if the 
potentials satisfy the following equations:
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(5.17)

(5.18)

 

The stresses can be written in terms of the displacement potentials by sub-
stituting Equation 5.12 through Equation 5.14 into Equation 5.6 through 
Equation 5.11:
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sion equations for these axially propagating waves are rather complex. They
have been the subject of study by many researchers (e.g., Hudson, 1943;
Holden, 1951; Pao and Mindlin, 1960; Mindlin, 1960; Mindlin and McNiven,
1960; Pao, 1962; Meeker, and Meitzler, 1964).
For time-harmonic waves propagating in the axial (the 

 

z

 

-axis) direction of
the cylindrical waveguide of circular cross section as shown in Figure 5.1,
the displacement potentials can be written in the following form (Achenbach,
1973, p. 240):

 

(5.25)

(5.26)

(5.27)

(5.28)

 

where  is an arbitrary constant, while 

 

m

 

 can only be either zero or integers,
because the functions must be periodic in the circumferential direction for
waves propagating in the axial direction. This will not be the case when
considering waves propagating in the circumferential direction as will be
discussed in Section 5.4. This particular form of solutions to the displacement
potentials is motivated by the fact that the solutions are separable in the
three coordinates. The exponential function in 

 

z

 

 is necessary to describe the
propagation in the axial direction of the cylindrical waveguide. The trigo-
nometric functions in 

 

q

 

 are to ensure the periodicity in the circumferential
directions. The variation in 

 

r

 

 will be determined by the satisfaction of the
reduced wave equation (see Chapter 1).

Note that the form given above is somewhat different from that in the
existing literature. The new constant  introduced here allows us to use
the same general displacement potentials for both torsional motion and
flexural motion. 

As mentioned in Section 5.2, the three displacement components are
related to four scalar potential functions: the scalar potential and the three

 

FIGURE 5.1
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components of the vector potential. An additional constraint condition must
be imposed on the potential functions. For the problems considered in this
chapter, it is more convenient to require that

 

(5.29)

 

Upon substituting both Equation 5.25 through Equation 5.28 into 
Equation 5.15 through Equation 5.18 in conjunction with Equation 5.29, we 
obtain the following ordinary differential equations:
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and  is the phase velocity of waves propagating in the axial direction.

Equation 5.30 through Equation 5.32 are Bessel equations. Their solutions
are the Bessel functions of the first and second kinds of order 
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 for 
and , and order  for ,
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The constants , , and  are to be determined by the boundary condi-
tions of the given problem. 

Substituting Equation 5.25 through Equation 5.28 into Equation 5.12 through 
Equation 5.14 yields the corresponding displacements
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(5.39)

 

where

 

(5.40)

(5.41)

(5.42)

 

In the above and in what follows, the time factor  is omitted since it is
common to all terms. The pertinent stress components are obtained by sub-
stituting Equation 5.25 through Equation 5.28 into Equation 5.19, Equation
5.22, and Equation 5.24, respectively,
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Before concluding this section, we remark that the foregoing displacement
potentials are general solutions in that they contain eight constants, , ,

 for , and 
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 and . Regardless of the values of these constants,
the displacements and stresses derived from these potentials satisfy the
equations of motion. In what follows, we will assign particular values for
these constants in order to investigate some specific motions of practical
interest of the cylindrical waveguide.

 

5.3.1 Axial Waves in a Solid Cylinder

 

Consider a solid cylinder of circular cross section of radius 

 

b

 

. Since the wave
motion is finite at , the coefficients of the Bessel function of the second
kind, , in the general solution must be zero. This yields

u u r m ik zz z= +2 0( )cos( )exp( )q q

u r
m
r

ikz z r1( ) = ¢ + +F Y Y

u
m
r

ikz r z2 = - + - ¢F Y Y

u ik
m

rz z r r= - + - ¢F Y Y1

e i t- w

s ms q qrr zr m ik z= +11 0( )cos( )exp( )

s ms q qqr zr m ik z= +12 0( )sin( )exp( )

s ms q qrz zr m ik z= +13 0( )cos( )exp( )

s11

2

2
2 2

2
2 2

2
2 2

( )r
m
r

q k
r

ik
m

r
m
rz z r z z= - -( )È

Î
Í

ù

û
ú - ¢ + ¢ - + ¢F F Y Y Y

s12 2
2

2

2

2 1 2 2
( ) ( )

( )
r

m
r

r
ik m

r
q

m
r

ik
rr z z r z= - ¢ - + + -

È

Î
Í

ù

û
ú + ¢ + ¢F F Y Y Y Y

s13
2 2

2

1
2( )

( )
r k q

m m
r

m
r

ik ik
m
rz r r z z z= - - +Ê

ËÁ
��̄ - ¢ + ¢ +Y Y F Y

An Bn
Cn n = 1 2, q0

r = 0
Yn( )◊

1462.book  Page 317  Monday, December 1, 2003  3:06 PM

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



318 Ultrasonic Nondestructive Evaluation

(5.49)

(5.50)

(5.51)

(5.52)

The above solution forms a complete set of modes for time-harmonic waves 
propagating in the axial direction of a solid cylinder of circular cross-section. 
For a given boundary value problem, the solution can be obtained as a linear 
superposition of these modes. In what follows, the dispersion equation will 
be derived; this dispersion equation relates the frequency, ; the axial wave-
number, ; and the circumferential order, m.

To this end, assume the surface of the cylinder is free of traction. This
means the boundary conditions at  are

, , (5.53)

Substituting Equation 5.49 through Equation 5.52 into Equation 5.43 through
Equation 5.45, respectively, and then making use of Equation 5.53 yields

(5.54)

where  and

 (5.55)

is a 3 ¥ 3 matrix whose components  are given in Appendix 5. Note that
 are functions of m and r, as well as the frequency, w, and axial wavenum-

ber, . The dependence of  on w and  is explicitly indicated in the
determinant of , as shown in Equation 5.55. This is to emphasize that our
intention is to derive a relationship between the frequency and wavenumber,
the dispersion relationship.

For nontrivial solutions, the determinant of the coefficient matrix of this
system of equations must vanish, i.e., 

(5.56)

The above equation provides the desired dispersion relationship between
the wavenumber and the frequency (i.e., the  relationship). The curve
of  vs.  is called the frequency dispersion curve. For each given  value,
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Equation 5.56 may have many roots for . Solutions to this equation yield
a family of dispersion curves. Each one is called a branch, which corresponds
to a wave mode propagating in the axial direction of the cylinder.

Once a root corresponding to the given  is solved from Equation 5.56, it
can be substituted back into Equation 5.54 to determine the corresponding
eigenvector, A. Obviously, A can only be determined up to an arbitrary
multiplier. Without loss of generality, one may require .

For a given  value and a given value of m, let the nth root of Equation
5.56 be denoted by  and the corresponding eigenvector be . It then
follows from substituting Equation 5.49 through Equation 5.51 into Equation
5.40 through Equation 5.42 that the displacement components corresponding
to this mode can be written as

(5.57)

where

(5.58)

The waves described by the solutions in Equation 5.49 through Equation
5.52 are rather complicated. To gain some insight of the wave motion, let us
consider some special cases of the general solutions.

5.3.1.1 Torsional Motion

In a pure torsional motion,  should be the only nonzero displacement
component. It should also be independent of . These conditions are met
by setting , and  in the general solution given by
Equation 5.49 through Equation 5.52. In this case, it follows from Equation 5.37
through Equation 5.39 that

, (5.59)

where we have used the property of Bessel functions .
The corresponding stresses thus follow from Equations 5.43 through 5.45 
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(5.61)
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The traction-free boundary condition at  implies

(5.62)

This is the dispersion equation for the torsional waves propagating in the
axial direction of a solid cylinder of radius b. There are an infinite number
of roots. Each represents a particular wave mode.
Since, for very small x

, (5.63)

one can easily see that that  is a root of Equation 5.62. The other roots
must be obtained numerically. The first five roots are

, , , ,

Making use of Equation 5.63 in Equation 5.59 for the  mode, we have

(5.64)

This displacement represents the well-known lowest torsional mode. In this
lowest mode, the displacement is proportional to the radius, and the motion
is thus the rigid rotation of each cross section of the cylinder about its center.
This mode is not dispersive, because  means .

The higher torsional modes are dispersive with frequencies which follow
from the definition of q as

(5.65)

where  are the roots of Equation 5.62. It is noted that given a real-valued
frequency, the wavenumber may be real-valued or imaginary. This is similar
to the case of shear waves in a layer, where the branches are hyperboles for
real-valued  and circles for imaginary values of the wavenumber. 

It follows the behavior of Bessel functions that Equation 5.62 has no roots
for . This means that the phase velocity of the torsional waves is always
greater than or equal to the shear wave speed . 

5.3.1.2 Longitudinal Waves

Longitudinal waves refer to the axially symmetrical motion in the cylinder.
They are characterized by the presence of displacement components in the
radial and axial directions, but none in the q-direction. Furthermore, these
nonzero displacement components must be independent of q because of the
axisymmetric requirement. It is seen that these conditions are met by setting

, and  in the general solution given by Equation 5.49
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through Equation 5.52. In this case, it follows from Equation 5.37 through
Equation 5.39 that

(5.66)

(5.67)

(5.68)

where we used the relationship (Stakgold, 1979)

(5.69)

The corresponding pertinent stresses are found from Equation 5.43 and
Equation 5.45 by setting , and  in Equation 5.49 through
Equation 5.52:

(5.70)

where the functions  are given in Appendix 5. As mentioned earlier,
they are functions of the circumferential mode number, m; and the radial
coordinate, r; the frequency, ; and wavenumber, .

The traction-free boundary conditions on the surface  thus yields

  (5.71)

The requirement that the determinant of the coefficients must vanish pre-
sents us with the dispersion equation as follows:

(5.72)

This is the well-known Pochhammer (1876) dispersion equation. Once the
roots of the dispersion equation are found, the corresponding eigenvectors
can be obtained from Equation 5.71. Thus the displacements are also known
from Equation 5.66 through Equation 5.68. 

By introducing the dimensionless variables

, , , , (5.73)
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we can rewrite Equation 5.72 into a nondimensional form

(5.74)

This equation contains three independent dimensionless variables, the
phase velocity, ; the wavenumber, ; and variable, , which is a function
of the Poisson’s ratio of the cylinder material. In other words, once the
Poisson’s ratio is given, Equation 5.74 defines a relationship between  and

 that is independent of the geometry of the cylinder. This is typical of
waveguides. The advantage of the nondimensional form of the dispersion
equation is that once it is solved for a given material, the -  curves are
applicable to cylinders of any diameter.

The dispersion equation (Equation 5.74) has been discussed in great detail
including real, imaginary, and complex braches by Onoe et al. (1962). The
results for real-valued wavenumbers are included in the work of Armenàkas
et al. (1969). Plots showing both the frequency and velocity dispersion curves
can be found in these works for various values of the Poisson’s ratio.

From a practical application point of view, the low modes are more impor-
tant. To find the lower modes, one may assume . In this case, the Bessel
functions in Equation 5.74 can be approximated by their asymptotic repre-
sentations for small argument (Stakgold, 1979)

, for  (5.75) 

Making use of the above approximations in Equation 5.74, we obtain an
asymptotic representation of the dispersion equation valid for :

  (5.76)

where  is the Young’s modulus of the material. In the
limit when , the phase velocity thus becomes equal to . This is called
the bar velocity and is the value found from the simplest theory of thin rods. 

To investigate the behavior of Equation 5.74 for high frequency (or large
diameter), consider the asymptotic expansions of the Bessel functions
(Stakgold, 1979) for  

(5.77)
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For the case of  (or equivalently ), both  and  are pure imag-
inary. In this case, when , we have, from Equation 5.74 that

(5.78)

This is identical to the Rayleigh wave equation. This result is expected because
large  means either a very thick cylinder or very high frequency. In both
cases, the waves propagate as if they were in a semi-infinite space that supports
only the Rayleigh surface wave. Because the Rayleigh equation has only one
root, this result also indicates that as the frequency increases, all modes whose
velocity is less than  will asymptotically approach the Rayleigh wave. 

For modes with ,  is still imaginary, but  becomes real. It
thus follows from Equation 5.77 that the dispersion equation (Equation 5.74)
can be written asymptotically for large  as

(5.79)

Clearly, one of the roots to the above equation is  or . All the
modes whose velocity is in between  and  gravitate to the shear wave
speed  for large . 

When , both  and  are real. The dispersion equation can there-
fore be written asymptotically for large  as

(5.80)

The close resemblance between this and the Rayleigh-Lamb dispersion equa-
tion exhibits the fact that the frequency spectra for a cylinder and a plate,
for axially symmetric and symmetric waves, respectively, are very similar.

5.3.1.3 Flexural Waves

Now consider the solution in Equation 5.49 through Equation 5.52 for
 and . The corresponding displacement components follow from

Equation 5.40 through Equation 5.42:
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c cz T< ĉ < 1 p̂ q̂
k̂ Æ �

2 4 1 1 0
2

2

2

2

2

2-
Ê

ËÁ
�
�̄ - - - =

c
c

c
c

c
c

z

T

z

L

z

T

k̂

cT
c c cL z T> > p̂ q̂

k̂

tan[ ˆ(ˆ ) ]
tan[ ˆ(ˆ ) ]

(ˆ ) ( ˆ )
(ˆ )

k c
k c

c c
c

2 1 2

2 1 2

2 1 2 2 2 1 2

2 2
1

1 1
4 1 1

2
0

-
+ -

- - -
-

=k
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(5.83)

To illustrate the motion represented by these displacement components,
consider Figure 5.2. The cross section of the cylinder at  (which is the
same as ) remains in the  plane, because  on this plane.
The material particles that lie in this plane can only move in the x- or the z-
direction within the xz-plane. Furthermore, all the material particles that lie
in the vertical plane x = 0 (which is the same as ) can move only in
the x-direction, because both . Looking from the top (down from
the positive y-axis), the overall motion of the cylinder resembles the motion
of a snake moving on the ground (the xz-plane). These observations suggest
the terminology flexural waves for the motion described by Equation 5.81
through Equation 5.83. 

The pertinent stresses of the flexural waves are

(5.84)

where the functions  are given in Appendix 5. By using the traction-
free boundary conditions, , , and  at , we arrived
at the eigenvalue problem

(5.85)

where 

(5.86)

FIGURE 5.2
Flexural waves.
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is a 3 ¥ 3 matrix whose components are functions of  and .
For nontrivial solutions, the determinant of the coefficient matrix of this

system of equations must vanish, meaning 

(5.87)

This is the desired dispersion equation for flexural waves propagating in the
axial direction of the cylinder of radius b. 

Numerical computations on the frequency spectrum were carried out by
Armenàkas et al. (1969). The asymptotic behavior of the frequency spectrum
was examined in considerable detail by Pao and Mindlin (1960). Similar to the
analysis of the axially symmetric waves, they have shown that, as , the
velocities of all propagating modes will asymptotically approach one of the three
speeds, Rayleigh wave speed, the shear wave speed, or the dilatational wave
speed. In the low frequency range, it can be shown (Achenbach, 1973, p. 248) that

for (5.88)

5.3.2 Axial Waves in a Hollow Cylinder

Consider a hollow cylinder of inner radius a and outer radius b as shown
in Figure 5.1. It is assumed that both the inner and outer surfaces are traction
free, i.e.,

 , , at  

The general solution to the waves propagating in the axial direction of this
hollow cylinder is given by Equation 5.25 through Equation 5.28 with the r-
dependent functions given by Equation 5.34 through Equation 5.36. The
Bessel functions of second kind should be retained in this case, because the
presence of both incoming (toward the center) and outgoing (away from the
center) waves is necessary to satisfy the traction-free boundary conditions
on both the inner and outer surfaces. Thus, the displacement components
are given by Equation 5.37 through Equation 5.39, and the corresponding
stresses can be computed from Equation 5.43 through Equation 5.45:

(5.89)
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(5.90)

By setting the determinant to zero, we obtain the dispersion equation for
waves propagating in the axial direction of a hollow cylinder of inner radius
a and outer radius b.

Similar to the solid cylinder case, let us consider some specific wave
motions of practical interest.

5.3.2.1 Torsional Motion

In a pure torsional motion,  should be the only nonzero displacement
component. Furthermore, it should be independent of . These conditions
are met by setting  and  in the general solution. The
corresponding dispersion equation is thus deduced from Equation 5.90:

(5.91)

The vanishing of the determinant yields , or 

(5.92)

Clearly, the modes determined from Equation 5.92 are all dispersive. The
lowest mode corresponding to , however, is nondispersive. Its displace-
ment field is similar to Equation 5.64. In fact, one can easily show that in the
limit , Equation 5.92 reduces to Equation 5.62, as expected. For the
case , one can use the asymptotic expressions of the Bessel func-
tions in Equation 5.92, which results in

(5.93)

where  is the wall thickness of the hollow cylinder. This is identical
to the dispersion equation for the symmetric horizontally polarized shear
waves in a plate of thickness 2h (Achenbach, 1973, p.206). 
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Similar to the solid cylinder case, it can be shown (Gazis, 1959) that Equa-
tion 5.92 does not have any real roots for . Thus, it can be ascertained
that the phase velocity of the torsional waves in a hollow cylinder is always
greater than or equal to the shear velocity .

5.3.2.2 Longitudinal Waves

Longitudinal waves refer to the axially symmetrical motion in the cylinder.
They are characterized by the presence of displacement components in the
radial and axial directions, but none in the q-direction. Furthermore, these
nonzero displacement components must be independent of q because of the
axisymmetric requirement. It is seen that these conditions are met by setting

 and  in the general solution. The corresponding eigen-
value problem is thus obtained from Equation 5.90:

  (5.94)

Vanishing of the determinant yields the dispersion equation. Some numerical
results of the dispersion curves are presented in Rose (1999, p. 161).

5.3.2.3 Flexural Waves

As in the solid cylinder case, flexural waves in a hollow cylinder are defined
by setting , and  in the general solution. The corresponding
eigenvalue problem is thus obtained from Equation 5.90 by setting .
Some numerical results of the dispersion curves are given in Rose (1999, p. 167).

5.4 Propagation in the Circumferential Direction

Unlike waves propagating in the longitudinal direction, waves propagating
in the circumferential direction of a cylinder follow a curved path. The
simplest case of wave propagation along a curve path is the Rayleigh type
of surface waves on a curved surface. Cook and Valkenburg (1954) investi-
gated the possibility of Rayleigh waves propagating along a cylindrical
surface. The analytical work on Rayleigh-type waves on a cylindrical surface
was presented by Viktorov (1958), Grace and Goodman (1966), Keller and
Karal (1960, 1964), Grimshaw (1968), Rulf (1969), and Gregory (1971). More
recent works in this area include Smith (1977) and Harris (2002).

It is known that unlike the Rayleigh wave on a planar surface, frequency
dispersion takes place for surface waves propagating along a curved surface.
In addition, in the case of a curvilinear (convex) boundary of a solid, it is
also possible for other modes of surface waves to propagate, confined near
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the curved boundary (Brekhovskikh, 1968). These waves are sometimes
called the whispering gallery waves. Famous examples of such whispering
gallery waves include the Temple of Heaven in Beijing and the dome of St.
Paul’s Cathedral in London, which was described in Rayleigh’s classic book,
The Theory of Sound (1945).

The dispersion of elastic waves and Rayleigh-type waves in a thin disc
was investigated by Červ (1988). The focus was to study the displacement
amplitude of the various circumferential modes in a thin disc. In the case of
a hollow cylinder, multiple reflection may take place between the walls.
Consequently, guided waves (similar to the Rayleigh-Lamb waves) between
the inner and outer surfaces can propagate in the circumferential direction.
This problem was solved by Liu and Qu (1998a,b). 

Consider, again, Figure 5.1. For time-harmonic waves propagating in the
circumferential (the -axis) direction of a cylindrical body, the motion is
independent of the z-axis. Therefore, it is sufficient to consider a two-dimen-
sional motion with r and  being the only independent spatial variables. The
hollow cylinder can then be considered as either a ring or an annulus (see
Figure 5.3). The displacement potentials can be written as (Liu and Qu, 1998a)

, (5.95)

Note that the interest here is to study the waves that propagate in the
circumferential direction of the cylindrical body. Therefore, the periodic
requirement on the variable  should not be imposed (i.e., the wavenumber

 does not need to be an integer.) Furthermore, unlike the longitudinal
wavenumber , the circumferential wavenumber  defined here is dimen-
sionless. The unknown functions  and  can be determined by
substituting Equation 5.95 into Equation 5.15 and Equation 5.18, respectively,

(5.96)

FIGURE 5.3
A circular annulus with inner radius a, outer radius b, in the polar coordinate system (r, q).
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(5.97)

These are Bessel equations of order . Their general solutions can be written as

(5.98)

(5.99)

where  and  are, respectively, the first and second kind of Bessel
functions of order . Making use of Equation 5.98 through Equation 5.998
in Equation 5.95 yields the solutions for the displacement potentials

(5.100)

(5.101)

The corresponding displacements are 

, (5.102)

where the displacement amplitudes are 

(5.103)

(5.104)

Substituting Equation 5.95 into Equation 5.19 and Equation 5.22 yields the
pertinent stresses

(5.105)
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 (5.106)

The above solution represents a wave field that has constant phase along
any radial line. In other words, material points having identical phase lie in
the same radial line that rotates about the center  with the angular
velocity , where  is the linear phase velocity for a material particle
located at a distance  from the center. It is clear that  must be a linear
function of r, because the angular velocity must be independent of r. The
fact that the phase velocity  depends on r creates some apparent ambi-
guity on the definition of the circumferential wavenumber . It will be seen
later that such apparent ambiguity is immaterial. For convenience, one may
define the wavenumber  by

(5.107)

5.4.1 Circumferential Waves in a Solid Disk

Consider a solid cylinder of circular cross-section of radius b. Since the
circumferential motion is independent of the z-axis, the problem is essentially
a two dimensional disk. Because the waves must be finite at , the
coefficients of the Bessel function of the second kind, , must be zero.
This yields from Equation 5.100 and Equation 5.101, 

(5.108)

(5.109)

The above equations form a complete set of modes for time-harmonic waves
propagating in the circumferential direction of a solid cylinder with circular
cross section. For a given boundary value problem, the solution can be
obtained as a linear superposition of these modes. In what follows, the
dispersion equation will be derived that relates the frequency, , and the
circumferential wavenumber, .

To this end, assume the surface of the cylinder is free of traction, meaning
the boundary conditions at  are

,  (5.110) 

Substituting Equation 5.108 through Equation 5.109 into Equation 5.19
Equation 5.22, respectively, and then making use of Equation 5.110 yields
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(5.111)

where the coefficients  are given in Appendix 5 and the unknown
vector  is to be determined from the eigenvalue problem (Equa-
tion 5.111). For a nontrivial solution, the determinant of the above equation
must vanish, which yields the dispersion relationship

(5.112)

where

(5.113)

is the dimensionless circular frequency. This equation* was derived by
Viktorov (1957).

For each given value of the circumferential wavenumber, , the root of
Equation 5.112 gives the corresponding frequencies of the various modes
(branches). Figure 5.4 shows the first five branches of the dispersion curves.
Once the dispersion equation is solved, the eigenvector  can be determined
from Equation 5.111 up to an arbitrary multiplier. Without loss of generality,
one may require .

FIGURE 5.4
First five branches of the dispersion curves for circumferential waves in a solid disk.

* There is an error in Viktorov’s equation 8.
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For a given  value, let the nth root of Equation 5.112 be denoted by  and
the corresponding eigenvector be . It then follows from Equation 5.102
that the displacement components corresponding to this mode can be
written as

, (5.114)

where the displacement amplitudes are 

(5.115)

(5.116)

It is clear from Equation 5.108 through Equation 5.109 that for the time-
harmonic waves propagating in the q-direction, all material particles located
on the same radial line should have the same phase factor given by

(5.117)

where

(5.118)

is called the angular phase velocity of the circumferential wave (Liu and Qu,
1998a). In other words, each radial line of the cylinder can be viewed as a
wave front of the circumferential wave. Propagation of the circumferential
wave can be described by the rotation of the radial line with an angular
velocity  as defined by Equation 5.118. Variation of the wave amplitude
on each wavefront (radial line of the cylinder) is characterized by 
and .

5.4.2 Circumferential Waves in a Hollow Cylinder

Consider steady-state, time-harmonic waves in a circular annulus of inner
radius a and outer radius b as shown in Figure 5.3. It is assumed that the
surface of the annulus is traction-free, meaning,

at r = a, b (5.119)
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The displacement potentials for this problem are given by Equation 5.100 and
Equation 5.101. Making use of these displacement potentials in Equation 5.105
and Equation 5.106 in conjunction with the traction-free boundary conditions
Equation 5.119 yields a system of four homogeneous equations for the con-
stants  

(5.120)

where components  were derived by Liu and Qu (1998a) and repro-
duced here in Appendix 5. They are all functions of the nondimensional
wavenumber, ; nondimensional frequency, ; and nondimensional wall
thickness parameter, .

(5.121)

For nontrivial solutions, the determinant of the coefficient matrix of this
system of equations must vanish, meaning 

(5.122)

The above equation provides the dispersion relationship between the cir-
cumferential wavenumber and the frequency (i.e., the -  relationship).
For each given  value, Equation 5.122 may have many roots for . There-
fore, solutions to Equation 5.122 yield a family of dispersion curves. Each
one is called a branch, which corresponds to a wave mode propagating in
the circumferential direction. For future reference, three additional variables
are introduced

, , (5.123)

Here h is the wave thickness of the hollow cylinder, and  and  are dimen-
sionless wavenumber and frequency, respectively. The relevance of these
new variables will be discussed later in this section. For now, it is worth
mentioning that once the  –  relationship is solved from Equation 5.122,
the  relationship is readily obtained from Equation 5.123.

Once a root corresponding to a given value of  is solved from Equation
5.122, it can be substituted back into Equation 5.120 to determine the corre-
sponding eigenvector, . Obviously,  can only be determined up to an
arbitrary multiplier. Without loss of generality, one may require .
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ŵ kq
kq ŵ
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For a given  value, let the nth root of Equation 5.122 be denoted by 
and the corresponding eigenvector be . It then follows from  Equation 5.102
that the displacement components corresponding to this mode can be
written as,

, (5.124)

where the displacement amplitudes are 

(5.125)

(5.126)

The amplitude of the total displacement of the nth mode is thus given as a
function of the radial distance from the center of the cylinder

(5.127)

where  is the maximum amplitude across the thickness for the nth mode,
meaning

(5.128)

In this section, some numerical examples of the steady-state circumferen-
tial waves are carried out for n = 0.2817;  m/sec.;  m/sec.;
and h = 0.1, 0.5, and 0.95. The numerical solutions of the dispersion curves
are obtained by giving a value of , then finding the root of Equation 5.122
for the corresponding values of . An infinite number of real roots exist.
Each represents a propagating mode. Note that care must be taken in the
root-finding procedure because the determinant (Equation 5.122) changes its
value very rapidly.

The first 10 modes, (i.e., the first 10 branches of the  curves) are
plotted in Figure 5.5(a) through Figure 5.5(c) for h = 0.1, 0.5 and 0.95, respec-
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tively. Notice that at high frequencies, the first mode for all cases is almost
a straight line, indicating that it is almost nondispersive. 

It is also seen, for example, from Figure 5.5b that there is a crossover point
between the seventh and eighth modes around  for the annulus with
h = 0.5. For a thinner annulus, e.g., h =  0.95, there are more crossover points
between different modes. This crossover phenomenon also occurs in the case
of a flat plate, where the symmetric and antisymmetric modes may have
crossover points. Physically, a cross-over point indicates that at that partic-
ular frequency, the mechanical energy may be exchangeable between the
two neighboring modes (Meeker and Meitzler, 1964). However, unlike the
plate case where the symmetric and antisymmetric modes are clearly
defined, it is no longer possible to define the symmetric and antisymmetric
modes in the annulus because of the curvature. For this reason, the modes
are defined somewhat arbitrarily when two of them cross each other. There-
fore, the concept of energy exchange between these two modes becomes
somewhat of an artifact.

Once the frequency dispersion relationship is determined, one can com-
pute the linear phase velocity in the circumferential direction for a material
particle at distance r from the center

(5.129)

For example, the circumferential wave travels along the outer surface, r = b,
with the speed of 

(5.130)

This is consistent with Equation 5.107. Now the advantage of defining 
through this equation is clear. Once the dispersion equation is solved, the
propagating (phase) velocity at the outer surface of the annulus, c(b), is
obtained from Equation 5.130. On the other hand, since c(b) can be measured
easily on the outer surface of the annulus, Equation 5.130 provides a tool to
determine the dispersion curves experimentally.

The phase velocities of the first 10 modes are plotted in Figure 5.6a through
Figure 5.6c for h = 0.1, 0.5, and 0.95, respectively. It is seen from these results
that, at higher frequencies, the first modes are almost nondispersive for the
three cases considered (h =  0.1, 0.5, 0.95). They all asymptotically approach
the Rayleigh wave velocity, which is non-dispersive (here  for

). Except for the first three modes, all higher modes have phase
velocities greater than the shear wave speed in the wavenumber range
considered. For the first mode at higher frequencies, the phase velocity c(b)
varies with the wall thickness:  for very thick annulus (h = 0.1) and

 for very thin annulus (h = 0.95). It has been shown (Viktorov, 1958)
that the phase velocity of the second mode should be greater than the
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(a)

(b)

(c)
FIGURE 5.5
The first 10 branches of the  relationship for (a) ; (b) ; (c) .

ω

25

20

15

10

5

0
0 2 4 6 8 10 12

k

η = 0.1

ω

25

20

15

10

5

0
0 2 4 6 8 10 12

k

η = 0.5

ω

25

20

15

10

5

0
0 2 4 6 8 10 12

k

η = 0.95

w - k h = 0 1. h = 0 5. h = 0 95.

1462.book  Page 336  Monday, December 1, 2003  3:06 PM

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



Cylindrical Waveguides and Their Applications in Ultrasonic Evaluation 337

(a)

(b)

(c)

FIGURE 5.6
The first 10 branches of the  relationship for (a)  (b)  (c) . Solid
lines are for the annulus and cross-hair symbols are for a flat plate of thickness h.
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Rayleigh wave velocity and approaches the Rayleigh wave velocity as
. However, the first two modes shown in Figure 5.6c were not men-

tioned in Viktorov (1958) and Červ (1988), which seem to be the most com-
plex modes to analyze.

Knowing the  –  relationship, one can also compute the group velocity
of the circumferential waves (Achenbach, 1973)

(5.131)

The group velocities of the first 10 modes are plotted in Figure 5.7a through
Figure 5.7c for h = 0.1, 0.5, and 0.95, respectively. Unlike waves in a flat plate
(Weaver and Pao, 1982), the group velocity may exceed the longitudinal wave
speed (   here) for a thicker annulus (Figure 5.7a and Figure 5.7b).
Since it is the overall wave group that propagates at the group velocity, ,
it can be interpreted that  means that the waves will appear to orig-
inate at the front of the group, travel to the rear, and disappear (Graff, 1975).

Intuitively, one may expect that the size of the annulus (consequently, the
curvature) would affect the dispersion relationship. However, the dispersion
curves shown in Figure 5.5 through Figure 5.7 are somewhat curvature
independent. This is because the  curves obtained from Equation 5.122
depend on only the shape factor, h, which characterizes only the shape,
not the radius of the annulus (e.g., the size). Consequently, the curves in
Figure 5.5 through Figure 5.7 can be used for circular annuli of different radii,
as long as they all have the same shape (e.g., the same h). The question is,
“How does the curvature get involved?”

To this end, we return to the angular phase velocity defined in
Equation 5.118. Making use of the nondimensional variables introduced in
Equation 5.123, one can easily show that

(5.132)

It is clear from Equation 5.132 that, although the  curves obtained from
Equation 5.122 depend on only the shape (not the radii of the annulus), the
angular phase velocity of the circumferential waves does depend on the
radius b. In other words, the curvature is involved through the angular phase
velocity. Consequently, once the  relationship is solved from
Equation 5.122 for a given shape factor, h, the angular phase velocity for
annuli of different radii can be easily obtained from Equation 5.132, as long
as they all have the same shape factor, h. In this sense, the dispersion
equation can be viewed as universal in that it provides the solutions for all
annuli that have the same shape factor. 

Another point worth mentioning is the limits of the geometrical parame-
ters. Note that in addition to the wavelength, , there are two other
independent length parameters in this problem. Although the choice is some-
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(a)

(b)

(c)

FIGURE 5.7
The first 10 branches of the  relationship for (a)  (b)  (c) . Solid
lines are for the annulus and crosshair symbols are for a flat plate of thickness h.
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340 Ultrasonic Nondestructive Evaluation

what arbitrary, the outer radius, b, and the wall thickness, h, are taken to be
the two independent parameters in this section. For convenience, a nondimen-
sional parameter, , was introduced to characterize the shape or the
aspect ratio of the annulus. The use of h makes the dispersion equation inde-
pendent of the curvature as discussed in previous paragraphs. However, the
limits of h must be carefully examined in order to correctly interpret the results.

It appears that h = 0 (i.e., a = 0 for finite b) corresponds to a solid disk.
However, careful examination of the equations reveals that this is not the
case. The limit of  in Equation 5.122 does not yield the dispersion
equation for a solid disk. This may be understood physically by considering
two disks, one that is solid and another that has a hole of infinitesimal radius
at the center. For the solid disk, displacement at the center must be kept
finite on physical grounds. Therefore, the displacement fields only consist
of the Bessel functions of the first kind. On the other hand, for the disk with
a center hole, the free surface of the hole requires the Bessel function of the
second kind in the displacement fields in order to satisfy the traction-free
boundary condition. In fact, the multiple reflections between the outer sur-
face and the surface of the hole form a caustic at the center. A strong stress
concentration arises when the hole diameter becomes very small. The wave
fields become unbounded in the limit of . The unbounded displace-
ment field is characterized by the singularity of the Bessel function of the
second kind. 

To illustrate the above argument, a comparison of the phase velocity dis-
persion curves between a solid disk and an annulus of  is shown in
Figure 5.8. It is seen that the cutoff wavenumber of the first mode is  for
the solid disk and  for the annulus. In both cases, this corresponds
to , which means that the wavelength on the outer surface is equal to

, the outer circumference. Since this mode is analogous to the first flexural
mode (in the limit of  it approaches the first flexural mode in the plate
see  Figure 5.6c), its wavelength must be smaller than the circumference for

FIGURE 5.8
Comparison of phase velocity dispersion curves between a solid disk and an annulus with h = 0.1.
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it to propagate along the circumferential direction. However, the dispersion
curves of the annulus have an extra branch extended from  to

, labeled as the 0th mode in this chapter. This propagating
mode is unique to the annulus due to the multiple reflections between the
inner and outer surfaces. The outer surface of the annulus is a convex surface
and the inner surface is a concave surface. The Rayleigh-type surface waves
are different for these two cases (Viktorov, 1958). A convex surface admits a
Rayleigh-type surface wave with real-valued wavenumber whose wave
speed is slightly higher than the Rayleigh wave speed on a flat surface. On
the other hand, a concave surface only admits a Rayleigh-type surface wave
with complex wavenumber. Consequently, the surface wave on a concave
surface propagates with attenuation due to the radiation of energy into the
medium. This radiated energy will be reflected back to the center by the
outer surface if there is one. 

Consequently, the attenuated surface wave on the inner surface is
enhanced by this reflected energy to form a propagating wave. Thus, it is
fair to say that the existence of the extra branch is to accommodate the
inability of the concave surface to sustain propagating surface waves. As the
wavenumber increases, the phase velocity of this extra mode decreases.
The velocity (both phase and group), as well as the frequency, becomes zero
when  (see also Figure 5.5a through Figure 5.5c). This corresponds
to , which means that the wavelength on the outer surface is equal to
2pb, the outer circumference. In this case, no wave propagation takes place
in the circumferential direction since the nodal points on the outer surface
stay at the same position all the time due to the 2p periodicity. Since each
radial line of the annulus is a wavefront propagating in the circumferential
direction with the angular velocity defined by Equation 5.118, one may
conclude that there will be no wave propagation at any radius  if
there is no wave propagation on the outer surface r = b. Asymptotic analysis
as ,  shows that the displacement field is indeed zero every-
where. Numerical computations also confirm this.

Next, consider the limit of h Æ 1. Notice that

(5.133)

Therefore, two limiting cases may result:

Case 1 h Æ 1 with h being a nonzero value
Case 2 h Æ 1 with b being a finite value

It follows from Equation 5.133 that Case 1 yields b Æ �. Consequently, this
limiting case corresponds to a flat plate of thickness h. On the other hand,
Case 2 yields h Æ 0, which corresponds to a thin annulus (ring) of radius b.

Note from the preceding discussion that the two limiting cases are differ-
entiated by only different values of b. Now recall that the dispersion equation
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is independent of b. Therefore, one may conclude that the dispersion curves
for guided waves in a plate and for the circumferential waves in a thin
annulus are the same in the limit of h Æ 1. For example, the dispersion
relationship of a plate with thickness h represents an approximation to the
dispersion relationship of an annulus with h = 0.95. This is demonstrated by
the comparisons shown in Figure 5.6c and Figure 5.7c, where the phase and
group velocities for the 1st 10 modes in a plate of thickness h and that in an
annulus with h = ).95 are plotted, respectively. The solid lines are from the
annulus and the crosshair symbols are from the plate. It is seen that the two
cases are very close. Furthermore, based on the foregoing discussion, these
are also approximate solutions to the velocity dispersion curves of a thin
annulus of finite radius b. This discovery extends the utility of the Rayleigh-
Lamb dispersion equation for plates to annuli and cylindrical thin shells
when circumferential waves are of interest. In other words, instead of going
through complicated calculations to obtain the dispersion curves in the cir-
cumferential direction for a thin cylindrical shell, one can simply use the
Rayleigh-Lamb equation to obtain an approximate solution.

It seems that the above result is somewhat counterintuitive in that even if
the wavelength is of the order of the circumference, there will still be a
distinction between a thin cylindrical shell and a flat plate regardless of the
value of h. This is indeed true. The above result simply states that in the
limit of h Æ 1, the dispersion curves for these two cases are the same when

 is used in the plot regardless of the value of b. Since the phase
factor,  does depend on b, the actual wave fields in the shell
and in the plate are indeed different. The conclusion is, therefore, that
although the wave fields may be quite different between a thin shell and a
flat plate, their dispersion curves are identical if both are plotted as functions
of . For example, the dispersion curves for a thin shell are conventionally
plotted as functions of . From the above discussions, one can obtain these
curves from the Rayleigh-Lamb equations of a plate by converting  to

 through Equation 5.123.
Finally, consider the displacements. For the nth mode, the displacement

variation as function of r is characterized by  and . Interestingly
enough, our numerical solutions show that  is real and  is pure
imaginary, which indicates that the two components are always 90∞ out of
phase. 

The normalized displacement amplitudes  are shown in Figure 5.9a
through Figure 5.9c for h = 0.1, 0.5, and 0.95, respectively. Generally speaking,
for a fixed value of , higher modes have smaller wavenumbers. The values
of  corresponding to  for each mode are indicated in these figures.
In reading these figures, please note that the relative magnitude between
different modes is meaningless because each mode is normalized by itself.
The purpose of these figures is to show how each individual mode varies
along the radial direction.

It is seen that in all three cases, the first mode is a Rayleigh-type surface
wave either on the inner or outer surfaces, depending upon the shape factor
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(a)

(b)

FIGURE 5.9
Displacement profiles across the wall thickness of the first five modes for (a) h = 0.1 (b) h = 0.5
(c) h = 0.95. They are normalized by their respective maximum amplitude through the thickness.
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of the annulus, h. Notice the large amplitude of the first mode near the inner
surface, as shown in Figure 5.9a. This mode is primarily due to the presence
of the inner free surface. Because the inner surface has such a small radius,
the caustic effect previously mentioned gives rise to a large displacement
amplitude. For relatively thinner annulus (e.g., h = 0.5), the caustic effect
becomes less important and the first mode becomes a Rayleigh-type surface
wave on the outer surface. For the case h = 0.95, the annulus become even
thinner and approaches to a plate. In this case, one may still call the first
mode a Rayleigh-type surface on the outer surface, for its amplitude on the
outer surface is still several times of that on the inner surface. However, the
decay rate is much slower as shown in Figure 5.9c.

5.5 Flaw Detection in Pipes and Annular Components

Testing large structures using conventional bulk ultrasonic wave techniques
is slow because the test region is limited to the area immediately surround-
ing the transducer. Therefore, scanning is required if the entire structure is
to be tested. Ultrasonic guided waves provide an attractive alternative solu-
tion to this problem because they can be excited at one location on the
structure and propagate over a long distance. By analyzing the characteris-
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FIGURE 5.9 
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tics of the guided waves such as the returning echoes, change of dispersion
relationships, etc., the presence of flaws may be detected. However, because
of the multimode nature of guided waves, ultrasonic tests using guided
waves are more complicated. 

A thorough understanding of the wave fields is critical to extract useful infor-
mation from the vast amount of data collected from guided waves tests. Basic
theories of guided waves and their applications to nondestructive evaluation can
be found in the works by many pioneers in this field, including Achenbach and
Keshava (1967); Achenbach (1973); Guyott and Cawley (1988); Lowe (1997); Lowe
et al. (2000); Chimenti and Nayfeh (1985, 1989); Nayfeh (1995); Shah and Datta
(1982); Datta et al. (1991); Mal (1988); Mal et al. (1991); Nagy and Kent (1995); Nagy
et al. (1994); Rokhlin and Wang (1988); Rose (1999); Rose and Soley (2000). A recent
review paper by Rose (2002) gives an excellent account of the historical develop-
ment of guided wave methods in ultrasonic nondestructive evaluation. In this
section, we will discuss several examples of how to use guided waves for the
nondestructive detection of flaws in pipes and annular structural components. 

5.5.1 Applications of Guided Waves in the Longitudinal Direction

Pipes are extensively used for transporting chemicals, water, and other neces-
sities. A nation’s civil and chemical infrastructure depends to a large extent
on the integrity of thousands of miles of pipes. Nondestructive inspection
and monitoring of pipes are critical to these industries. Ultrasonic techniques
have been used extensively for this purpose. One of the examples of such
applications is the so-called smart pig, a robotic device that crawls through
a pipe, carrying sensors. As the device moves along the pipe, the sensors
generate and receive guided ultrasonic waves in the longitudinal direction
of the pipes. By analyzing the data, sites with damage, such as corrosion,
can be located (Guo and Kundu, 2001). Other examples of recent papers
include detecting broken rails with guided waves (Rose et al., 2001), deter-
mining Poisson’s ratio in wires (Nagy and Kent, 1995), and measuring fluid
viscosity by using guided waves in a rod immersed in the fluid being mea-
sured (Costley et al., 1998).

Generating desired wave modes in the cylindrical waveguide is the first
task for nondestructive testing. There are many ways of generating guided
waves in cylindrical waveguides. Typically, an angle beam transducer is
used for generating waves in a pipe, whereby refraction into the test pipe
produces multiple reflection and transmission of ultrasonic energy and
numerous mode conversions. A very short distance away from the trans-
ducer, clearly formed wave packets of ultrasonic energy are produced that
can propagate along the pipe. Another common technique is to make use
of a comb type transducer whereby ultrasonic energy is pumped into the
structure at some particular spacing of the comb transducer where guided
waves are generated in both directions (Rose et al., 1998). Guided waves
can also be produced in a pipe by electromagnetic acoustic and magneto-
strictive transducers (Thompson et al., 1972; Na and Kundu, 2002).
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5.5.2 Application of Guided Waves in the Circumferential Direction

Fatigue cracks have been found to initiate and grow in the radial direction in
many of the annular shaped components in aging helicopters. These include
some of the most critical components such as the rotor hub, connecting links
and pitch shaft, etc. At the present time, detection of such radial fatigue cracks
relies mostly on visual inspection. More systematic, automated, and efficient
methods to detect these cracks are needed.

Conventional ultrasonic imaging techniques can be used to detect such
radial cracks. However, these techniques are impractical for real-time, inte-
grated diagnosis. Nagy et al. (1994) proposed that guided ultrasonic waves
that propagate in the circumferential direction may be used for the detection
of radial fatigue cracks in annular components. Because of its potentials in
nondestructive evaluation of annular components, extensive studies have
been conducted to understand the generation and propagation of guided
circumferential waves. Recently, a number of papers have been devoted to
the study of the various properties of guided circumferential waves and their
applications in nondestructive evaluation (e.g., Liu and Qu, 1998a,b; Kley et
al., 1999; Valle et al., 1999, 2001; Qu et al., 1996, 2000; Towfighi et al., 2002;
and Rose, 1999, 2002).

The main focus of this section is to develop methodologies that can deter-
mine the location and size of radial cracks in an annular component. To
locate the crack, a time-frequency representation technique (the energy den-
sity of the short time Fourier transform [STFT; see Section 5.5.2.1] or spec-
trogram) is used to discern the arrival time of a given mode at a given
frequency for both the incident and backscattered waves. By calculating the
time delay of a specific mode in the spectrogram, the distance between the
receiver and the crack can be determined. The crack is therefore located. For
sizing the crack, a time domain counterpart of Auld’s formula is derived.
By using the time domain Auld’s formula, the backscattering energy coeffi-
cient can be obtained directly from experimental measurements, as well as
calculated from the synthetic, numerical data. By comparing the experimen-
tally obtained and numerically calculated backscattering energy coefficients,
the size of the crack can be determined. 

In conducting ultrasonic nondestructive testing, the transient solutions to
wave propagation problems are often needed. Solutions to transient waves
propagating in the circumferential direction of an annular components can be
written as a superposition of all steady-state normal modes (Liu and Qu, 1998b):

(5.134)
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In the above,  is the solution of the steady-state problem discussed in
Section 5.4 that satisfies the orthogonality condition 

(5.136)

and  is related to the surface traction F through

(5.137)

(5.138)

As a numerical example, consider a concentrated pulse applied normal to
the outer surface at q = 0. The shape of the pulse is shown in Figure 5.10,
which was measured directly from a 0.5-MHz lead zirconate titanate (PZT)
transducer. The values of the geometry and material parameters used in the
computation are given in Table 5.1. In these calculations, the infinite series
was truncated at n = 300 and m = 20. Further increase of these values does
not change the final results by more than 1%.

FIGURE 5.10
An excitation pulse.

TABLE 5.1

Geometry and Material Parameters 
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To present the data in a nondimensional form, two parameters are chosen

where f0 = max{|f(t)|}. These parameters are used to normalize the displace-
ment and time. The solid line in Figure 5.4 shows the radial and tangential
displacements on the outer surface at q = 90∞ from this calculation.

The normal mode expansion method is a useful tool for effectively com-
puting the wave propagation in a circular annulus. However, it is not appli-
cable to annulus with cracks. Other numerical methods are needed in this
case. The finite element method is one such numerical method for simulating
wave propagation in an elastic medium. The advances in computer technol-
ogy have made it possible to conduct the finite element simulation of wave
propagation in rather complicated engineering components. 

In using the finite element method for solving wave propagation problems,
certain constraints must be imposed on the mesh size and time step of
integration in order to ensure convergence and accuracy. In general, the
velocity of the longitudinal wave (the fastest wave that can propagate in the
medium) controls the integration time step, which must be chosen so that a
disturbance cannot propagate through one element in less than one time
step. The lowest phase velocity, and hence the shortest wavelength, sets the
maximum permissible element size, which must be chosen so that spatial
aliasing due to the finite element discretization does not occur (Alleyne and
Cawly, 1991). Unfortunately, those theoretical estimates are not conservative.
In practice, the actual element size has to be at least 15 to 20 times smaller
than the theoretical estimate to obtain convergence (Moser et al., 1999).

In this work, the commercial general purpose finite element program
ABAQUS/Explicit is used for the calculations. The simulation is first con-
ducted for a perfect annulus subjected to a transient pulse on the outer surface
at q = 90∞. The dimensions and the material constants of the annulus are given
in Table 5.1. Due to symmetry, only one half of the annulus needs to be
modeled. The four-node plane strain elements are used. Several computations
are conducted under the same loading and boundary conditions. Each time,
the mesh is refined. It is found that for a load with 0.5-MHz center frequency,
about 4000 elements are sufficient for the solution to become mesh-indepen-
dent, corresponding to an element size about 15 times smaller than the theo-
retically estimated size based on the shear wave speed.

To check the accuracy, the finite element solutions are compared with the
solution obtained using the normal mode expansion method for an uncracked
annulus. The dashed line in Figure 5.11 shows the displacements from the
finite element method. It is seen that the two solutions are very close. 
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To model the radial crack in an annulus, the nodes along the crack line
are separated to form two traction-free crack surfaces. Such four-node ele-
ments near the crack tip cannot fully capture the singular crack-tip stress
fields. Our interest is in the field far from the crack tip. The inaccuracy in
the region near tip fields will not affect the accuracy of the far field. 

Smaller cracks (less than 20% of the wall thickness) typically require a finer
mesh to be accurately captured. Convergence is usually obtained after
increasing the number of elements both in the thickness and in the
waveguide axis directions. For very small cracks, the numerical computation
becomes rather intensive. The smallest crack considered in this chapter is
about 10% of the wall thickness. 

5.5.2.1 Determining Crack Location

The main difficulty in determining the crack location comes from the dis-
persive nature of guided waves. Because of dispersion, the phase velocity
of a guided wave depends on its frequency. In other words, a pulse changes
its shape as it propagates along the waveguide. This makes it difficult (if not
impossible) to track and identify the exact arrival time of the same feature
of a propagating pulse. Consequently, methods based on the arrival time do
not provide accurate information on the crack location. In order to alleviate
this problem, the change in frequency content of the signal vs. time needs
to be tracked so that dispersion can be taken into account.

FIGURE 5.11
Comparison between waveforms from the finite element and the normal modal expansion
methods.
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350 Ultrasonic Nondestructive Evaluation

For this purpose, the time-frequency representation (TFR) will be used in
this work. The TFR of a time domain signal is a three-dimensional plot with
frequency on the horizontal axis, time on the vertical axis, and the amplitude
of the signal on the third axis (perpendicular to the plane of the horizontal
and vertical axes). A TFR can also be represented as a two-dimensional
contour plot. TFRs are obtained by first dividing the time domain into finite
time intervals, or windows, then carrying out the spectrum analysis for the
signals within each window. Within each time window, one can plot a fre-
quency spectrum associated with that particular time window. By placing
these spectra plots together according to their temporal sequence, a two
dimensional TFR contour plot is obtained, displaying the frequency change
with respect to time. Commonly used TFRs include wavelets, the STFT, and
the Wigner-Ville distribution (WV). In this chapter, the STFT will be used.
The STFT of a time domain signal, s(t), is defined by

(5.139)

where h(t) is a window function defined by

(5.140)

with Dt being the half window size. The STFT depends on the selection of
window size; the larger the window, the more accuracy in frequency, but
the less accuracy in time. The energy spectrum 

(5.141)

is called a spectrogram. The TFR plot is essentially a contour plot of the
spectrogram as a function of time and frequency. 

In addition to taking the spectrogram of the time domain signal based on
Equation 5.139, a TFR plot can also be obtained from the dispersion curves.
For example, consider a source-receiver system. Assume the frequency-
wavenumber relationship (f–k) is known for the system. Therefore, the group
velocity can be calculated through

(5.142)

for each of the different modes. Then, for a specific mode at frequency f, the
arrival time from the source to the receiver is given by
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(5.143)

where s is the distance between the source and the receiver. This allows us to
construct a TFR plot. Using this method, the TFR plot can be obtained by
carrying out a time-harmonic analysis that yields the frequency-wavenumber
relationship. The color (or gray scale) of such frequency-wavenumber plots
show the amplitude of the signal strength.

In practice, the frequency-wavenumber dispersion curves are usually
obtained numerically. In order to perform the numerical differentiation with
reasonable accuracy, a very high precision is required for the frequency-
wavenumber dispersion solution. A low-pass filter can reduce the numerical
noise over the highly dispersive regions of the dispersion plot, and a moving
average will further smooth the data for the nondispersive regions of the
plot. Typically, the moving average procedure cannot be applied for frequen-
cies below 2 MHz because the waves are highly dispersive below 2 MHz
and the moving average could significantly distort the shape of the plot. 

This alternative way of obtaining the TFR made it possible to compare the
theoretically obtained TFR to a TFR obtained from experimental or purely
numerical (e.g., finite element generated) signals. More interestingly, this
experimental or numerical TFR is not limited to perfect geometries, even
though the analytical dispersion curves usually can only be obtained for
geometry without cracks. Thus, it is possible (and highly instructive) to
compare analytically obtained dispersion curves (e.g., for a perfect annulus)
to a TFR obtained from experimental signals measured on the same annulus
with cracks. Such a comparison would allow the determination of the crack
location.

Consider the setup shown in Figure 5.12. The goal is to determine the crack
location, or find s. Let U be the incident wave at point B in the absence of
the crack. For a given geometry and transducer, this field can be calculated
using the finite element method discussed earlier. Let V be the total field at
point B in the presence of the crack. This field is usually measured using a
transducer. Then, W = V – U gives the backscattered field at point B. Using
the method discussed in previous paragraphs, the TFR of U can be obtained

FIGURE 5.12
Experimental setup to determine crack location.
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from the finite element solution. Similarly, the TFR of W can also be obtained
once U and V are measured. Now, focus on a particular mode in the TFRs,
(e.g., the Rayleigh mode at a particular frequency, f0). A schematic of the
Rayleigh modes from both TFRs is shown in Figure 5.13. Clearly, t0 is the
time for the Rayleigh wave of frequency f0 to travel from point A (source of
the incident wave) to point B (position of the receiver). 

Let us assume that it takes x seconds for the Rayleigh wave of frequency
f0 to travel from point B to point C where the crack is located. When this
wave impinges on the crack, part of it will be scattered into the Rayleigh
wave traveling back toward point B, and the portion with frequency f0 arrives
at point B after x seconds. As far as the backscattered field is concerned, the
first time the Rayleigh wave with frequency f0 arrives at point B is 2x seconds
after the incident Rayleigh wave of the same frequency has passed point B.
That is t = t1 - t0 = 2x. Therefore, it follows from Equation 5.143 that the
distance between the receiver (point B) and the crack at point C (the source
of the backscattered signals) is

(5.144)

The crack location is therefore known. It is seen that this method is inde-
pendent of the source and source location. It requires neither selective gen-
eration nor detection of specific modes in order to alleviate the complexity
due to dispersion. Therefore, it is very straightforward and easy to use once
the TFRs of the incident and backscattered fields are obtained.

The accuracy of the above method depends on two factors. First, the
dispersion curves of the incident wave must be calculated accurately so that
a sharp and accurate TFR can be obtained. This, in principle, can be done
by increasing the accuracy of the numerical solution of the dispersion curves
in the uncracked annulus. Second, the experimentally measured backscat-
tered field must be processed appropriately to obtain a sharp and accurate TFR.
This is not very easy to achieve because of the noise in the measured signals. 

FIGURE 5.13
A measurement scheme to locate the crack.
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Because of measurement uncertainties and noises in the signal, the TFR
plot directly obtained from the experimental signal using Equation 5.139
usually has a very limited frequency-time resolution, which results in plots
showing relatively large bands of energy, so that neither time nor frequency
can be pinpointed accurately. To address this problem, the reassignment or
the reallocation method is used to further process the TFRs. The idea is to
move the energy value in a spectrogram from its point of computation to a
center of gravity, adding it if necessary to other values coming from other
calculation points. The reassignment method can greatly reduce “spreading”
of the energy bands in a spectrogram along both the time and the frequency
axis. This results in much sharper energy bands in the spectrogram and
enables more accurate identification of the arrival time of a particular mode
at a given frequency. Details of the reassignment method are described in
Niethammer et al. (2001). 

To test the method described above for locating the crack, experiments are
conducted for an annulus with a radial crack. The crack extends from the
inner wall of the annulus to 10% of the wall thickness. A 0.5-MHz transducer
is used to generate the incident wave. The finite element simulation is con-
ducted to obtain the incident field at an arbitrary location on the outer surface
of the annulus. A PZT transducer is placed at the same location to measure
the total wave field after the crack is introduced. The backscattered signal
is then obtained by subtracting the incident signal (obtained from the
uncracked annulus) from the total scattered signal. The reassigned STFT is then
used to process the backscattered signals. For accuracy, the STFT of the inci-

FIGURE 5.14
Methodology to locate the crack: comparison between the reassigned spectrogram for the
backscattered energy and the analytical dispersion curves in the time-frequency domain.
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dent wave is obtained numerically through the dispersion curves of the
annulus. When these two STFTs are plotted on the same plot, each mode
backscattered by the crack appears in the figure with a time delay between
the incident and backscattered waves. As explained earlier, by measuring
this delay for a given mode, one can determine the crack location (see
Figure 5.14). In this example, the Rayleigh mode is used to compute the time
delay. From there, the distance between the receiver and the crack is
obtained. The measurements are carried out at several receiver locations.
The comparison between the actual location and the location estimated from
the experimental measurement is shown in Figure 5.15. The horizontal axis
is the degree of separation between the receiver and the crack, and the
vertical axis is the distance (in centimeters) between the crack and the
receiver along the outer surface of the annulus. The solid line represents the
actual distance, and the symbols are from the experimental estimates. One
can see that the agreement is excellent. 

This method works well even in the nearfield of the crack or the source.
However, if the receiver is too close to the crack, the time delay between the
backscattered and incident modes will be small and more difficult to discern.
If the receiver is too close to the source transducer, modes in the incident
field tend to cluster together, making it more difficult to identify the modes.
Since the method is based on visual inspection of time delay, it is advanta-
geous to have sufficient separation between the TFRs of the incident and
backscattered fields.

5.5.2.2 Determining Crack Size

One challenge inherent to ultrasonic evaluation using guided waves is that
even if a single mode can be generated inside the component, once that wave

FIGURE 5.15
Distance between the crack and receiver; the solid line is the actual distance and the symbols
represent the values estimated from the measurement.
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mode hits a crack, some of its energy may be converted into other modes.
As a result, it is difficult to use the characteristics of a single mode to uniquely
quantify a crack’s attributes such as size and position. A method is needed
that can take into account all possible modes.

To this end, the Auld’s formula (Auld, 1979) can be used. For a two-
transducer system, Auld derived a steady-state reciprocal relation that can
be applied to flaw detection and characterization. Transducer I with power
P produces the incident field. Transducer II is the receiver. The ratio of
received electrical signal strength over incident signal strength is denoted by
G. Auld’s formula gives the change of G due to scattering by a scatter: 

(5.145)

Here EI and EII are the strength of the electrical signals in Transducers I and II. 
For backscattering from a traction-free crack, the amplitude of the time-

harmonic backscattered field is given by Qu and Achenbach (1987)

(5.146)

where P is the total power of the source transducer, w is the frequency,  is
the incident stress field in the absence of the crack, and 

(5.147)

is the crack opening displacement. The integration is over the crack surface A.
For transient problems, Equation 5.146 cannot be applied directly. Typi-

cally, the fast Fourier transform (FFT) must be applied to transform the
signals into the frequency domain before using the Auld’s formula (e.g.,
Lowe, 1997; Lowe et al., 2000). This procedure is rather involved and requires
careful attention to the proper application of the FFT. In particular, zero-
padding the time-domain data is absolutely necessary. 

In this chapter, a different approach is taken. A counterpart of Equation
5.146 in the time domain will be derived so that it can be applied directly
to time domain signals. This is done based on the fact that: (1) multiplication
in the frequency domain is equivalent to convolution in the time domain;
and (2) multiplying by iw in the frequency domain is equivalent to differen-
tiating with respect to time in the time domain. Thus, the counterpart of
Equation 5.146 in the time domain can be written as

(5.148)

where C is a multiplicative constant and * stands for convolution. Conceiv-
ably, larger crack size leads to higher value of the backscattering amplitude. 
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To quantify the relationship between the backscattering amplitude and the
crack size, the root-mean-square (RMS) of the frequency spectrum of the
backscattering amplitude is calculated as

(5.149)

which can be regarded as the backscattered energy coefficient from the crack.
It contains contributions from all relevant modes and frequencies.

The backscattered energy coefficient can be obtained in two ways. First, a
numerical simulation (such as the finite element method) can be performed
to obtain the displacements and stresses. These transient numerical solutions
can be used in Equation 5.148 directly to obtain the backscattering amplitude.
The backscattered energy coefficient is then obtained by applying the Fourier
transform and computing the RMS as shown in Equation 5.149.

The second way of obtaining the backscattered energy coefficient is
through Equation 5.145 by conducting experimental measurements. This can
be done by using a single transducer that can generate and receive signals.
The voltage received by this transducer will be proportional to the amplitude
of the backscattered fields, as defined by Equation 5.145. The RMS of the
amplitude of the backscattered field can then be computed to yield the
experimentally obtained backscattered energy coefficient.

A method can now be devised to quantify the crack size in a given annulus.
First, a series of numerical computations should be conducted for the same
annulus with various crack sizes. Through this parametric study, a relation-
ship (or a plot) between the crack size and the backscattered energy coeffi-
cient can be established. Such a plot is shown in Figure 5.16. Note that the

FIGURE 5.16
Backscattered energy coefficient vs. crack size.
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absolute value of R depends on the calibration of the measurement systems.
What is important is the relative amplitude of R. So, in Figure 5.16, the
amplitude of R is normalized by its value for the case where the crack is
50% of the wall thickness. Second, experimental measurements should be
done on the same annulus with an unknown crack size. Based on these
experimental data, the backscattered energy coefficient can be calculated as
discussed in the previous paragraph. By comparing the experimentally
obtained backscattered energy coefficient with the numerically obtained rela-
tionship between the crack size and backscattered energy coefficient, such as
Figure 5.16, the crack size is determined. Note that the backscattered energy
coefficient calculated numerically and the one that is obtained experimen-
tally usually have different values. However, the difference is only up to a
multiplicative constant. This constant can be calibrated by performing a
measurement with a known crack size. 

To illustrate the accuracy of this method, experiments were conducted
on a flat plate with surface breaking cracks of various sizes. Table 5.2 shows
the measured crack sizes against the actual crack size, and the agreement
is very good.

In summary, methods to determine radial crack location and size are
described. To locate the crack, a time-frequency representation technique
(the STFT) is used to discern the arrival time of a given mode at a given
frequency for both the incident and backscattered waves from the crack. By
calculating the time delay of a specific mode in the spectrogram, the distance
between the receiver and the crack can be determined and located. In using
this method, the time-frequency representation of the incident wave is cal-
culated from the finite element method. In addition, the reassignment
method must be used to process the measured backscattered field in order
to obtain a sharper time-frequency representation. It is found that this
method is capable of characterizing cracks as small as 10% of the wall
thickness. For smaller cracks, high frequency waves are needed and this
requires more extensive numerical computations.

For sizing the crack, a time domain counterpart of the Auld’s formula is
developed. By using the time domain Auld’s formula, the backscattering
energy coefficient can be either obtained directly from experimental mea-
surement, or calculated from the numerically synthetic data. By comparing
the experimentally obtained and numerically calculated backscattering
energy coefficients, the size of the crack can be determined.

TABLE 5.2

Comparison between Actual and Experimentally Estimated Crack Size 
(in % of Plate Thickness)

Actual (% of Plate
Thickness) Test 1 Test 2 Test 3 Test AVG

25 27.5 25.1 20.0 24.2
50 52.5 49.0 48.0 49.8
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It is important to note that the results presented here, both for crack sizing
and crack locating, are dependent on the frequency of the input signal. The
examples shown in this chapter are for signals in the frequency range 0.2 to
1.5 MHz (with most of the energy centered around 0.5 MHz). Even with this
frequency range, the method is capable of detecting cracks as small as 0.3
mm. A Rayleigh wave of 0.3-mm wavelength would have a frequency of
approximately 9.7 MHz in a steel annulus. The need for high-frequency
waves to detect small flaws is significantly lessened by using techniques
described here.

Finally, it should be mentioned that the methods described here can be
applied not only to guided circumferential waves for detecting crack in an
annular structure, but also to many other guided wave applications, such as
detecting surface-breaking cracks using Rayleigh surface waves, and char-
acterizing matrix cracks in laminated composites using Lamb waves. 
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where Zm(•) can be either Bessel function of the first kind, Jm(•), or the second
kind, Ym(•). The superscript Z in  is to indicate which Bessel function
to use. For example,

while

For waves in the circumferential direction:

where Zm(•) can be either Bessel function of the first kind, Jm(•), or the second
kind Ym. The superscript Z in  is to indicate which Bessel function to
use. For example,
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The increasing demand for new, more reliable materials, that are often used
in hostile environments, has led to the necessity of establishing equally
reliable, quantitative techniques for nondestructively evaluating and char-
acterizing such materials. Although linear ultrasonic methods have long
been among the most popular and useful of the nondestructive evaluation
(NDE) methodologies, considerable effort has been expended in recent years
on the development of NDE methodologies based on nonlinear ultrasonics.
The focus of the present chapter is on the fundamental principles and appli-
cations of nonlinear ultrasonic NDE. Nonlinear ultrasonics generally entails
the study of both finite amplitude ultrasonics and acoustoelasticity. Finite
amplitude ultrasonics is concerned with the investigation of acoustic har-
monics generated from the nonlinear interactions of an interrogative wave-
form (usually an initially pure sinusoidal wave) with basic lattice
configurations of anharmonic materials; nano-/microstructures of solids
including defects, and other organizational structures and boundaries in the
material, including those of composite materials. Acoustoelasticity empha-
sizes the study of the variation of the sound velocity as a function of the
state of stress of the material. 

The chapter is divided into four parts. We begin in Section 6.1 with a
consideration of the fundamental principles of finite amplitude ultrasonics
with an emphasis on the connection of nonlinear ultrasonics generally to the
basic atomic structures of the material and to thermodynamics. This connec-
tion is also emphasized in Section 6.2 where the fundamental aspects of
acoustoelasticity is developed. The application of nonlinear ultrasonics to
materials characterization is developed in Section 6.3; an emphasis on estab-
lishing the fundamental relationships between nonlinear ultrasonic param-
eters, both for finite amplitude ultrasonics and acoustoelasticity, and basic
microstructural features, including defects, in materials is also addressed in
this section. Section 6.4 concludes the chapter with a brief discussion of
general measurement considerations.

 

6.1 Finite Amplitude Ultrasonics

 

In finite amplitude ultrasonics one generally measures the amplitude of
harmonics generated by the nonlinear interactions of an initially pure sinu-
soidal sound wave with the material. The nonlinear interactions generally
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result from lattice anharmonicity (stemming from a nonquadratic intertomic
potential) or from nonlinearities involving defects, microstructural features,
or other disruptions in the lattice structure of the material. To emphasize the
importance of the lattice structure to ultrasonic harmonic generation, the
derivation of the basic equations for finite amplitude wave propagation
begins with consideration of the coherent motion of discrete lattice points
from which motion in the continuum limit (the nonlinear wave equation) is
obtained. The acoustic nonlinearity parameter is defined and wave proper-
ties (attenuation and discontinuity distance) pertaining to harmonic gener-
ation are derived. The crystalline structure and symmetry dependences of
the nonlinearity parameter are obtained, and the relationship to thermody-
namics is established. 

 

6.1.1 Coherent Motion of Discrete Lattice Points

 

Consider an infinite one-dimensional lattice of points connected by nonlinear
springs as shown in Figure 6.1. For simplicity let each point represent an
atom or particle and let the springs represent forces between each pair of
particles. It is assumed that each point has a mass 

 

m

 

 and that in equilibrium,
each point is separated from an adjacent point by the distance 

 

d

 

. If the 

 

n

 

th-
point is displaced from its equilibrium position by the distance 

 

u

 

p

 

, then the
elastic potential energy 

 

V

 

PE

 

 of the collection of displaced masses is given by

 

 

(6.1)

 

where (

 

V

 

PE

 

)

 

0

 

 is a constant, 

 

k

 

1

 

 is the first-order spring constant, 

 

k

 

2

 

 is the second-
order spring constant, and 

 

k

 

3

 

 is the third-order spring constant. Note that the
order of the spring constant is determined by the power of the displacement. 

The initial positions (equilibrium configuration) of the set of mass points
are referred to as the Lagrangian or material coordinates of the set. The
theoretical development here will be performed with respect to the
Lagrangian coordinates. It must be pointed out that the analytical develop-
ment can also be performed with respect to the displaced positions (or

 

FIGURE 6.1

 

One-dimensional lattice of mass points connected by nonlinear springs.
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present configuration) of the set of mass points. The set of present positions
of the mass points is called the Eulerian or spatial coordinates. An analysis
using Eulerian coordinates is often done for fluids but is rarely done for
solids. It is important to recognize that both the Lagrangian and the Eulerian
coordinates are defined with respect the same Cartesian reference frame. The
designation Lagrangian or Eulerian refers to whether the analysis is carried
out with respect to an initial position of particles or the present position of
particles comprising the body. 

We consider the action on the 

 

n

 

th-lattice point by the forces from the
remainder of the points in the lattice. Newton’s law for the 

 

n

 

th-lattice point is

.

 

(6.2)

 

where 

 

m

 

 is the mass of the lattice point and 

 

t

 

 is time. In obtaining the last
equality in Equation 6.2 it is noted that (

 

du

 

p

 

+

 

1

 

/

 

du

 

n

 

) 

 

=

 

 

 

d

 

p

 

+

 

1,

 

n

 

 and (

 

du
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/

 

du

 

n

 

) 

 

=
d

 

p,n

 

 where 

 

d

 

p

 

+

 

1,

 

n

 

 and 

 

d

 

p,n

 

 are Kronecker deltas. Hence, the first set of terms
{
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k

 

1

 

 

 

S

 

[(

 

du
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+
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/

 

du

 

n

 

) 

 

-

 

 (

 

du

 

p

 

/
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n

 

)]} 

 

=

 

 0 in Equation 6.2. 

 

F

 

n

 

 is the force exerted on
the 

 

n

 

th-lattice point by the remaining lattice points to restore the displaced
point to its equilibrium position. 

It is convenient to rewrite Equation 6.2 in the following form:

 

(6.3)
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where [

 

F

 

n,n

 

+

 

1

 

] is the force on lattice point 

 

n

 

 due to point (

 

n

 

 

 

+

 

 1) and is given
by the terms in the first bracket in Equation 6.3. [

 

F

 

n,n

 

+

 

1

 

] is the force on lattice
point 

 

n

 

 due to point (

 

n

 

 

 

-

 

 1) and is given by the terms in the second bracket
in Equation 6.3. We now assume an infinite three-dimensional lattice
arrangement, a portion of which is shown in Figure 6.2. We consider the
set of all points on the 

 

n

 

th-plane normal to the direction 

 

e

 

1

 

 and assume a
uniform displacement of those points along 

 

e

 

1

 

 (i.e., a longitudinal displace-
ment along 

 

e

 

1

 

). Equation 6.3 holds for each point on the 

 

n

 

th plane. Since
it is assumed that the particles are in equilibrium (i.e., no net forces) in the
initial configuration, the force 

 

F

 

n

 

 on each particle in the 

 

n

 

th plane must
occur only when that plane is displaced from the initial configuration (i.e.,
when the plane is in the present configuration). We denote the force 

 

F

 

n

 

 on
each particle in the 

 

n

 

th-plane along the direction 

 

e

 

1

 

 in the three-dimensional
lattice by 

 

F

 

1,

 

n

 

. Let 

 

S

 

1

 

L

 

 be a unit area of the 

 

n

 

th-plane normal to 

 

e

 

1

 

 in the
initial lattice configuration. A stress is defined generally as a force per unit
area. The longitudinal Lagrangian stress along direction 

 

e

 

1

 

 on the 

 

n

 

th plane

 

s

 

11,

 

n

 

 is defined as the normal force per unit area of the initial configuration,
(i.e., 

 

s

 

E

 

11,

 

n

 

 

 

=

 

 

 

F

 

1,

 

n

 

/

 

S

 

1

 

L

 

).
The subscripted double one (i.e., 11) in 

 

s

 

11

 

,

 

n

 

 

 

denotes a longitudinal stress.
In general, a unit area 

 

S

 

L

 

 in the initial configuration is distorted during
deformation such that the area 

 

S

 

L

 

 becomes 

 

S

 

E

 

 in the present configuration.
The Eulerian stress 

 

s

 

E

 

11,n is defined by sE
11,n = F1,n/S1

E. It is important to note
that, for simplicity, we are considering here a uniform displacement of the
initial unit plane such that the initial unit plane is simply translated to the
present position without distortion. Hence, in this case S1

L = S1
E and s11,n = sE

11,n.

FIGURE 6.2
Three-dimensional lattice of points.
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From Equation 6.3 we obtain Newton’s law for the longitudinal Lagrangian
stress s11,n = F1,n/S1

L (force normal to plane) to be

(6.4)

where in Equation 6.4 the additional subscript 1 is added to the notation in
Equation 6.3 to denote components along the e1 direction. Thus, for example,
u1,n denotes the particle displacement along e1 in the nth lattice plane normal
to e1.

6.1.2 Motion in the Continuum Limit  — The Nonlinear Wave Equation 

We pass to the continuum limit by letting the spacing d1 between lattice
points along the e1-direction approach zero. The integer index n identifying
a particular lattice point (or plane) now becomes the continuous index X1
denoting a position coordinate. In the continuum limit, where d1 Æ 0, the
discrete quantity (u1,n+1 – u1,n)/d1 becomes

(6.5)

The partial derivative is used in Equation 6.5, since u1 is in general a
function of both X1 and t. The last equality follows from the definition of
the derivative where we identify d1 = dX1 in the continuum limit. The deriv-
ative ∂u1/∂X1 in Equation 6.5 is a displacement gradient and is one compo-
nent of the more general set of nine displacement gradients ∂ui/∂Xj, where
i, j = 1, 2, or 3, that may be defined in three dimensions (see Chapter 1). In
the continuum limit Equation 6.4 becomes

(6.6)
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where we define in the continuum limit s11(X1) = F1(X1)/SL
1 and

, , (6.7)

Dividing Equation 6.6 by d1 yields the expression

(6.8)

We note that m/SL
1d1 = r 1 is the mass density of the material in the initial

configuration. In the continuum limit

(6.9)

 (6.10)

and

(6.11)

We thus find from Equation 6.9 through Equation 6.11 that in the contin-
uum limit Equation 6.8 yields Newton’s law for a continuum and the non-
linear wave equation for pure longitudinal nonlinear wave propagation

(6.12)

It is important to note that Equation 6.12 is the continuum analog of Equation
6.4 for the system of discrete lattice points. 
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370 Ultrasonic Nondestructive Evaluation

6.1.3 Acoustic Nonlinearity Parameter for Lattice Motion

The nonlinear wave equation, Equation 6.12, may be rewritten in the form 

(6.13)

where c1 is the infinitesimal amplitude longitudinal wave speed given by

(6.14)

and b1 is the longitudinal wave acoustic nonlinearity parameter of the solid
defined by

(6.15)

The acoustic nonlinearity parameter is a dimensionless parameter that
quantifies the nonlinearity of the finite amplitude acoustic wave. When b1 = 0,
the nonlinear wave equation, Equation 6.13, reduces to the linear (i.e., infin-
itesimal amplitude) wave equation.

It may be inferred from Equation 6.6 that the relationship between the
stress s11 and the displacement gradient ∂u1/∂X1 is

(6.16)

We infer from the considerations of Chapter 1 and Equation 6.16 that, in
general, the relationship between any stress sij and the set of displacement
gradients ∂ui/∂Xj = uij may be obtained as1

(6.17)

where the coefficients Aij, Aijkl, and Aijklmn, are the first-, second-, and third-
order Huang coefficients written in full subscripted notation. The Einstein
convention (summation of repeated indices) is used in Equation 6.17 and in
all following equations except where noted. 
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Fundamentals and Applications 371

A comparison of Equation 6.16 and Equation 6.17 reveals that the Huang
coefficients A1, A11, and A111 are written in an abbreviated subscripted nota-
tion. The abbreviated notation is called the matrix or the Voigt contracted
notation whereby the full tensor notation Aijkl… is replaced by the contracted
notation Aab… according to the following prescription:

We infer from the considerations of Chapter 1 and Equation 6.12 that the
generalized Newton’s Law, referred to the initial configuration, may be
written as2,3

(6.18)

Substituting Equation 6.17 into Equation 6.18 yields the nonlinear acoustic
wave equation in Lagrangian (material) coordinates

(6.19)

6.1.4 Nonlinearity Parameter for Arbitrary Crystal Structure

Equation 6.19 may be simplified by introducing an orthogonal transforma-
tion R defined by 

(6.20)

that rotates the X1-axis into the transformed axis direction a1 (the direction
chosen to be the wave propagation direction). The components of the column
vector R1i (i = 1, 2, 3) of the transformation matrix are the direction cosines
of the direction a1 with respect to the set of axes Xi (i = 1, 2, 3). Thus R1i = Ni
where Ni are the Cartesian components with respect to the Xi axes of the
unit vector N along a1. Application of this transformation to Equation 6.19
yields4,5 

(6.21)
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372 Ultrasonic Nondestructive Evaluation

where 

(6.22) 

and

(6.23)

It is possible to simplify Equation 6.21 further by introducing a second
orthogonal transformation ST defined by

(6.24)

that diagonalizes Bpq,N. The column vector ST
pa (p = 1, 2, 3 for a given a)

represents the direction of particle displacement with respect to the trans-
formed reference frame (a1, a2, a3). Since (R-1)ip = Rpi, RpiSpa = Ua

i are the
Cartesian coordinates (direction cosines) of the unit particle displacement
vector U with respect to the initial reference frame (X1, X2, X3) for a given
a.  Application of the transformation ST to Equation 6.21 yields (no sum on
N, a, b , or g )

(6.25)

where PaN is the transformed displacement

(6.26)

and

(6.27)

In Equation 6.25 through Equation 6.27 and in all following equations there
is no sum over repeated N, a, b, or g subscripts. The subscripted N denotes
the wave propagation direction. The subscripted a, b, and g indicate the
wave polarization and take the value 1 for quasi-longitudinal waves and the
value 2 or 3 for quasi-transverse waves. The case a = b = g corresponds to
the situation where all polarizations in the last term in Equation 6.25 are in
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Fundamentals and Applications 373

resonance with the first and second terms in Equation 6.25. The resonance
terms are orders of magnitude larger than the nonresonance terms. To an
excellent approximation the nonresonance terms may be neglected and
Equation 6.25 reduces to

(6.28)

where the subscripted symbol y = (a, N) is an abbreviated mode index
notation denoting a wave of polarization a = 1, 2, or 3 and propagation
direction N. Thus, the choice a = 1 corresponds to a quasi-longitudinal wave
and a = 2, 3 correspond to each of two independent quasi-shear waves for
a chosen direction N in a material.

Noting that the infinitesimal amplitude (linear) sound velocity cy = (my/
r1)

1/2, we may rewrite Equation 6.28 in the form5

(6.29)

where the material elastic nonlinearity parameter be
y for nonlinear wave

propagation is defined by

(6.30)

Note in Equation 6.30 that the superscripts for the polarization components
have been dropped (i.e., Ua

i = Ui).

6.1.5 Ultrasonic Harmonic Generation

It is instructive to solve Equation 6.29 subject to the boundary condition that
a pure sinusoidal wave given by Py = Py0cos(wt) = Py0cos(-wt) is launched
into the material at a1 = 0. It is expedient to employ a perturbation expansion
of the displacement in the form

(6.31) 

The contribution Py
(1) is the solution to the linear wave equation
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374 Ultrasonic Nondestructive Evaluation

The plane wave solution of Equation 6.32, subject to the above boundary
condition at a1 = 0, is

(6.33)

where ky is the mode wave number and w is the angular frequency. 
A first-order perturbation equation for the contribution Py

(2) in Equation
6.31 is obtained by substituting the solution Py

(1) given by Equation 6.33 into
the nonlinear term of Equation 6.29. The resulting expression is

(6.34)

It is noted that the nonlinear term in Equation 6.34 is a second harmonic
sinusoid. A solution to Equation 6.34, subject to the above boundary condi-
tion, is obtained by assuming a general solution of the form

(6.35)

It is assumed that f and g are functions of a1 and that both functions vanish
at a1 = 0, since the boundary condition dictates that the second harmonic
vanishes at a1 = 0. Substitution of Equation 6.35 into Equation 6.34 yields the
expression

(6.36)

It is seen by equating coefficients of the sinusoidal terms in Equation 6.36 that 
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Equation 6.38 yields (dg/da1) = g1 = -(1/8)byky
2(Py1)

2 or g = [g0 - (1/8)byky
2(Py1)

2a1]
where g0 is an integration constant. Since the second harmonic must vanish
at a1 = 0, both f0 (hence, f ) and g0 must be zero. A solution to the nonlinear
wave equation, Equation 6.29, is then found from Equation 6.31, Equation
6.33, and Equation 6.35 to be

(6.39)

Equation 6.39 shows that, in addition to the fundamental wave of amplitude
Py1 and angular frequency w, a second harmonic signal is generated of
amplitude Py2 = (1/8)byky

2(Py1)
2a1. The second harmonic signal depends on

the value of the nonlinearity parameter by and grows linearly with propa-
gation distance a1. Equation 6.39 thus suggests that by may be obtained
experimentally by measuring the absolute amplitudes of the fundamental
and second harmonic signals as

(6.40)

It is noted that when by = 0, the nonlinear wave Equation 6.29 reduces to
the linear wave equation and the solution, Equation 6.39, reduces to the
linear wave solution.

Example Problem 1

Show from Equation 6.30 that the nonlinearity parameter for longitudinal
wave propagation in isotropic materials b1,N is given by Equation 6.15.

SOLUTION

For longitudinal waves in isotropic materials the wave polarization is
parallel to the wave propagation direction for arbitrary propagation
direction. Choosing the propagation direction to be along the X1-axis,
we can write Nq = Uq = d1q where d1q is the Kronecker delta. Substituting
these values for Nq and Uq into Equation 6.30 yields b1,N =
–(Aijklmnd1i d1j d1k d1l d1m d1n/Aijkl d1i d1j d1k d1l) = -A111111/A1111. In Voigt nota-
tion we obtain b1,N = –A111/A11, in agreement with Equation 6.15.

6.1.6 Discontinuity Distance

Equation 6.39 predicts that the second harmonic signal Py2 increases linearly
with propagation distance a1, while the amplitude Py1 of the fundamental
wave remains constant. Strictly, the amplitude of the fundamental wave does
not remain constant, since the energy that generates the harmonic wave must
come from the fundamental signal. Thus, the harmonic signal cannot grow
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376 Ultrasonic Nondestructive Evaluation

indefinitely with propagation distance. Although Equation 6.39 is quite accu-
rate for propagation distances typically encountered, it is of interest to access
the distance at which the harmonics cease to grow. This distance is called
the discontinuity distance and corresponds to the distance at which the
waveform turns into a shock wave.

To obtain the discontinuity distance we rewrite the nonlinear wave equa-
tion (Equation 6.29) in the operator form6

(6.41)

where

(6.42)

The particle velocity solution to Equation 6.41 takes the general form

(6.43)

where (∂Py/∂t) is the particle velocity. According to Equation 6.43, a wave
with the boundary condition

(6.44)

at a1 = 0, where (∂Py/∂t)0 = w(Py1)0, will have the general solution

(6.45)

The slope of the waveform described by Equation 6.45, evaluated at (∂Py/
∂t) = 0, is
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Discontinuity occurs at the distance (a1)disc for which the slope becomes
infinitely large, meaning (∂/∂a1)(∂Py/∂t) = -� at a1 = (a1)disc. From Equation
6.46 the discontinuity distance is obtained as

(6.47)

Example Problem 2

What is the discontinuity distance in polycrystalline aluminum alloy
2024-T4 for a 10 MHz ultrasonic wave having a typical displacement
amplitude of 1.0 nm?

SOLUTION

The longitudinal sound velocity cy for AA2024-T4 is 6.35 ¥ 103 m/s-1 and
the nonlinearity parameter by is 4.7. For an ultrasonic wave with angular
frequency w = 2pf = 2p ¥ 107 Hz and displacement amplitude (Py1)0 =
10-9 m the continuity distance is obtained from Equation 6.47 to be
roughly 4.3 m.

These results indicate that the discontinuity distance is much larger than
the wave propagation path in materials typically measured. The approximate
solution given by Equation 6.39 is generally adequate for most applications
of nonlinear ultrasonics.

6.1.7 Attenuation of Finite Amplitude Waves

Attenuation refers to the total loss of amplitude (or energy) of a sound wave
along its propagation path resulting from all mechanisms responsible for
such losses, including but not limited to, absorption, scattering, and diffraction.
Absorption refers to the loss of amplitude (or energy) of an acoustic wave that
results in an increase in temperature (however slight) in the propagation
medium and is often associated with relaxation phenomena. Scattering and
diffraction result in a redirection of wave energy from the original propaga-
tion direction. Before considering the attenuation of harmonically generated
nonlinear ultrasonic waves, it is instructive to consider first the attenuation
of the purely fundamental waveform. 

One approach is to add a dissipative term to the linear wave Equation 6.32
for the fundamental wave Py

(1) to obtain7
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where ldis is a damping constant. Assume a trial solution of the form

(6.49)

Substituting Equation 6.49 into Equation 6.48 yields a solution providing
that the dispersion relation

(6.50)

is satisfied. If wldis << r1cy
2, Equation 6.50 can be expanded in a power series to give

(6.51)

Substitution of Equation 6.51 into Equation 6.49 yields 

(6.52)

where

(6.53)

k1 = w/cy 
and 

(6.54)

is the attenuation coefficient; is the amplitude of the fundamental wave
at a1 = 0. It is noted in this approximation that, according to Equation 6.54,
the attenuation coefficient is proportional to w2. More generally, Equation
6.53 is used as a phenomenological expression to describe an attenuated
fundamental wave, even in those cases where Equation 6.54 does not hold.
It is usually assumed that the contributions from all sources to the attenua-
tion are additive such that a1 =  aabs + a sc + a diff + … where the subscripts refer
to the absorption, scattering, and diffraction contributions, respectively. We
note from Equation 6.53 that 
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We now consider the attenuation of the generated second harmonic signal8.
It is assumed that the attenuation of the second harmonic signal with atten-
uation coefficient a2 is independent of the attenuation of the fundamental
wave with attenuation coefficient a1. The second harmonic signal amplitude
Py2 thus decreases as the result of attenuation and we write the following in
analogy to Equation 6.55:

(6.56)

where the subscript attn denotes the results of attenuation. According to
Equation 6.39 the amplitude Py2 of second harmonic signal also increases
with the propagation distance a1 as Py2 = (1/8)byky

2(Py1)
2a1. Hence,

(6.57)

where the subscript HG denotes the results of harmonic generation. 
The net spatial rate of change in Py2 is given by the sum of the attenuation

and harmonic generation contributions from Equation 6.56 and Equation
6.57 as

(6.58)

where the last equality follows from Equation 6.53. Equation 6.58 is a first-
order differential equation. The solution to Equation 6.58 subject to the
boundary condition that Py2 = 0 at a1 = 0 is

(6.59)

Equation 6.53 and Equation 6.59 may be used to determine the true non-
linearity parameters from the nonlinearity parameters measured experimen-
tally. The measured nonlinearity parameter (by)meas is determined from
Equation 6.40 as

(6.60)
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380 Ultrasonic Nondestructive Evaluation

where Py1 and Py2 are measured at a1, the wave propagation distance. The
true nonlinearity parameter by is determined by substituting Equation 6.53
and Equation 6.59 into Equation 6.60 and solving the resulting expression
for by. The result is

(6.61)

For the case where (a2 – 2a1)a1 << 1, Equation 6.61 reduces to by = (by)meas.

6.1.8 Higher-Order Elastic Constants

Let us look more closely at the Huang coefficients A1, A11, and A111 (Voigt
notation) that define the acoustic nonlinearity parameter for solids. In the
continuum limit Equation 6.1 may be written in the form 

(6.62)

where F0 is a constant. A1, A11, and A111 are given by Equation 6.7 and the
element of volume dV = S1dX1, where S1 is a unit of area normal to the X1.
The integrand of Equation 6.62 is the elastic potential energy (strain energy)
per unit volume F(X1, ∂u1/∂X1) given by

(6.63)

NOTE: We depart here from the notation for the elastic potential energy
(strain energy) per unit volume used in other chapters of this book. In
keeping with the notations often used in nonlinear thermoelasticity, the
strain energy per unit volume is denoted by F and the internal energy per
unit mass is denoted by U. We denote the internal energy per unit volume
by UV (see Section 6.1.10). 

We see from Equation 6.63 that the order of the Huang coefficients A1, A11,
and A111 are designated as first-, second-, and third-order according to the
order of the displacement gradient ∂u1/∂X1 of which it is a coefficient in the
power series expansion of Equation 6.63. The displacement gradient is
clearly used in Equation 6.63 as a measure of the strain.

Equation 6.62 and Equation 6.63 imply that the stress component s11 is
obtained as

. (6.64)
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Substituting Equation 6.63 into Equation 6.64 yields

(6.65)

It is clear from Equation 6.65 that A1 = s(X1) is the static (initial) stress in the
solid.

In general, the strain energy F(X, uij) where uij = ∂ui/∂Xj may be written
(full notation) 

(6.66)

The stress sij is obtained as

(6.67)

in agreement with Equation 6.17.
It is important to recognize that the displacement gradients ∂ui/∂Xj are in

general not symmetric, (i.e., uij π uji). When dealing with finite deformations
it is often convenient to use a strain measure that is not only symmetric but
is also nonlinear. A commonly used strain measure for finite deformations
is the Lagrangian strain obtained as follows:9 A point in the initial configu-
ration is represented by the vector X. When the material is deformed the
point moves to the present position x such that the point undergoes a dis-
placement u ==== x ---- X. Now consider two points in the initial configuration
separated by the distance dl such that 

(6.68)

The distance between the same two points in the deformed configuration
is separated by the distance dl¢ such that

(6.69)

From u ==== x ---- X we write

(6.70)

From Equation 6.68 and Equation 6.69 we obtain that the change in dis-
tance between the two particles resulting from the deformation is 

(6.71)
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382 Ultrasonic Nondestructive Evaluation

where the Lagrangian strains hij are defined by

(6.72)

From Equation 6.72 it is seen that if we confine all displacements to that
along a single direction X1 (as would occur, for example, for longitudinal
wave propagation in an isotropic material) the Lagrangian strain h11 is
related to the displacement gradient u11 = ∂u1/∂X1 as

(6.73)

The elastic potential energy per unit volume can also be expanded in a
power series with respect to the Lagrangian strains as

(6.74)

The coefficients C1, C11, and C111 (Voigt notation) are called the first-, second-,
and third-order Brugger elastic constants, respectively.10 Substituting Equation
6.73 into Equation 6.74 and equating coefficients of equivalent powers of the
strain measure in the resulting equation to that of Equation 6.17, we obtain
the relationship between the Huang coefficients and the Brugger elastic
constants for longitudinal wave propagation in isotropic solids

(6.75)

(6.76)

and

(6.77)

Hence, the nonlinearity parameter may be written in terms of Brugger elastic
constants as

(6.78)

It is important to note from Equation 6.78 that the nonlinearity parameter is
dependent on the initial stress in the solid s1 when the Brugger elastic
constants are used.
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In general, the elastic potential energy per unit volume FFFF(X, hhhhij) may be
written (full notation) as

(6.79)

where the Brugger elastic constants of order n are defined by10

(6.80)

Substituting Equation 6.72 into Equation 6.79 and comparing the resulting
expression term by term to Equation 6.66, we obtain the general relations

(6.81)

for the first-order Huang coefficients,

(6.82)

for the second-order Huang coefficients, and

(6.83)

for the third-order Huang coefficients.
It is important to recognize that the relationships given by Equation 6.81

to Equation 6.83 are referred to the initial state X. In general, the initial state
is assumed to have an initial stress Aij = Cij = sij(X). If the initial stress is zero,
the particle configuration is defined by the set of position vectors . The
relationships given by Equation 6.81 to Equation 6.83 are then rewritten as

(6.84)

for the first-order Huang coefficients,

(6.85)

for the second-order Huang coefficients, and

(6.86)

for the third-order Huang coefficients. The overbar above the quantities in
Equation 6.84 Equation 6.86 and in all following quantities denote that the
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384 Ultrasonic Nondestructive Evaluation

quantity is referred to the unstressed configuration. Hence, Equation 6.80,
when referred to the unstressed configuration, becomes

 (6.87)

and the modal nonlinearity parameter , referred to the zero stress state,
is defined by

. (6.88)

The number of independent elastic constants depends on the symmetry
of the material. Initial stresses can cause alterations in the material symmetry
and so the number of independent elastic constants in initially stressed
material may be different from the same materials with zero initial stress.
There are in general 34 = 81 second-order Brugger elastic constants and 36 =
729 third-order Brugger elastic constants. However, the symmetries of the
Lagrangian strains (hij = hji) and the invariance of the internal energy per
unit volume with respect to an interchange of subscripted index pairs, reduce
the number of independent elastic constants. These properties reduce the
numbers of independent second-order and third-order constants to 21 and
56, respectively, corresponding to those of the triclinic crystal system. The
crystal symmetry of the material may also reduce the number of independent
constants, since the Brugger elastic constants are defined according to Equation
6.80 in terms of derivatives with respect to crystallographically equivalent
strains hij. 

The independent second-order constants are tabulated in Chapter 1. The
independent third-order elastic constants for a given crystal symmetry are
shown in Table 6.1. For cubic crystals of highest symmetry the independent
third-order elastic constants reduce to three second-order and six third-order
constants. For isotropic solids the numbers of independent Brugger elastic
constants reduce to two second-order constants (C11 and C12 in Voigt notation)
and three third-order constants (C111, C112, and C123 in Voigt notation). 

For isotropic solids the second-order constants often used in the literature
are the Lame¢ constants l and m; and the third-order constants often used
are the Murnaghan constants l, m, and n. The Lame¢ constants are related to
the second-order Brugger elastic constants as 

l + 2m =  C11 = C22 = C33

l = C12 = C13 = C23 = C21 = C31 = C32 (6.89)

m =  C44 = C55 = C66
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Fundamentals and Applications 385

TABLE 6.1

Indices of Independent Third-Order Brugger Elastic Constants (Voigt Notation) 
for a Given Crystal Symmetry

1

 

 2
 2/m
 m

 222
 mm2
 mmm

3
 3m

  
 32

 4
 4/m

  

 4mm 

 
 422 

4/mmm
 23
 m3

 
432

 m3m

 6

  
 6/m

 622
 6/mmm

  
 6mm

 111  111  111  111  111  111  111  111  111  111  111
 112  112  112  112  112  112  112  112  112  112  112
 113  113  123  113  112  113  113  113  112  113  113
 114  0  0  114  114  0  0  0  0  0  0
 115  115  0  115  115  0  0  0  0  0  0
 116  0  0  116  115  116  0  0  0  116  0
 122  122  122  113  112  112  112  113  112  a  a
 123  123  123  123  123  123  123  123  123  123  123
 124  0  0  124  124  0  0  0  0  0  0
 125  125  0  125  124  0  0  0  0  0  0
 126  0  0  126  126  0  0  0  0  -116  0
 133  133  133  112  112  133  133  112  112  133  133
 134  0  0  125  124  0  0  0  0  0  0
 135  135  0  126  126  0  0  0  0  0  0
 136  0  0  124  124  136  0  0  0  0  0
 144  144  144  144  144  144  144  144  144  144  144
 145  0  0  145  145  145  0  0  0  145  0
 146  146  0  146  145  0  0  0  0  0  0
 155  155  155  155  155  155  155  155  155  155  155
 156  0  0  156  156  0  0  0  0  0  0
 166  166  166  166  155  166  166  166  155  b  b
 222  222  222  111  111  111  111  111  111  222  222
 223  223  223  112  112  113  113  112  112  113  113
 224  0  0  116  115  0  0  0  0  0  0
 225  225  0  114  114  0  0  0  0  0  0
 226  0  0  115  115  -116  0  0  0  116  0
 233  233  233  113  112  133  133  113  112  133  133
 234  0  0  126  126  0  0  0  0  0  0
 235  235  0  124  124  0  0  0  0  0  0
 236  0  0  125  124  -136  0  0  0  0  0
 244  244  244  166  155  155  155  166  155  155  155
 245  0  0  146  145  -145  0  0  0  -145  0
 246  246  0  156  156  0  0  0  0  0  0
 255  255  255  144  144  144  144  144  144  144  144
 256  0  0  145  145  0  0  0  0  0  0
 266  266  266  155  155  166  166  155  155  c  c
 333  333  333  111  111  333  333  111  111  333  333
 334  0  0  115  115  0  0  0  0  0  0
 335  335  0  116  115  0  0  0  0  0  0
 336  0  0  114  114  0  0  0  0  0  0
 344  344  344  155  155  344  344  155  155  344  344
 345  0  0  156  156  0  0  0  0  0  0
 346  346  0  145  145  0  0  0  0  0  0
 355  355  355  166  155  344  344  166  155  344  344

Continued

1 3
3m

4

42m 43m
6 6 2m
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386 Ultrasonic Nondestructive Evaluation

where all other second-order Brugger elastic constants are zero. Voigt nota-
tion is used in the above equations for the Brugger elastic constants. The
relationships among the Murnaghan constants and the non-zero third-order
Brugger elastic constants for isotropic solids are shown in Table 6.2 along
with the relationships among various other isotropic third-order elastic con-
stants that have been used in the literature. 

Example Problem 3

Show from Equation 6.85, Equation 6.86, Equation 6.88, and Table 6.2
that the nonlinearity parameter for shear wave propagation in isotropic
materials .

SOLUTION

For isotropic materials the results do not depend on the direction of
propagation. Thus, it is convenient to align the Cartesian reference frame
so that the wave propagation direction is along the [100] or -axis such
that  and the wave polarization is along the [010] or -axis such
that . From Equation 6.88 we write  in full nota-
tion. From Equation 6.85  in full notation

TABLE 6.1 CONTINUED

Indices of Independent Third-Order Brugger Elastic Constants (Voigt Notation) 
for a Given Crystal Symmetry

1

 

 2
 2/m
 m

 222
 mm2
 mmm

3
 3m

  
 32

 4
 4/m

  

 4mm 

 
 422 

4/mmm
 23
 m3

 
432

 m3m

 6

  
 6/m

 622
 6/mmm

  
 6mm

 356  0  0  146  145  0  0  0  0  0  0
 366  366  366  144  144  366  366  144  144  d  d
 444  0  0  444  444  0  0  0  0  0  0
 445  445  0  445  445  0  0  0  0  0  0
 446  0  0  446  445  446  0  0  0  145  0
 455  0  0  446  445  0  0  0  0  0  0
 456  456  456  456  456  456  456  456  456  e  e
 466  0  0  445  445  0  0  0  0  0  0
 555  555  0  444  444  0  0  0  0  0  0
 556  0  0  445  445 -446  0  0  0 -145  0
 566  566  0  446  445  0  0  0  0  0  0
 666  0  0  444  444  0  0  0  0 -116  0

a = 111 - 222 + 112
b = (3/4) ¥ 222 - (1/4) ¥ 111 - (1/4) ¥ 112 
c = (1/2) ¥ 111 - (1/4) ¥ 222 - (1/4) ¥ 112
d = (1/2) ¥ (113 - 123)
e = (1/2) ¥ (155 - 144)

Source: Reprinted from Huntington, H.B., The elastic constants of solids, in Solid State
Physics, Vol. 7, 1958, pp. 38–39. With permission from Elsevier Science.

1 3
3m

4

42m 43m
6 6 2m

b b2 3 0, ,N N= =
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A C C212121 1112 2121213= +

1462.book  Page 386  Monday, December 1, 2003  3:06 PM

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



Fundamentals and Applications 387

or  in Voigt notation. In Voigt notation we find from Chap-
ter 1 that the second-order constant  is not zero. From Table
6.1 we find  (and only non-zero Brugger constants are listed in
Table 6.2) and from Chapter 1 that the second-order constant .
Hence, . A similar argument shows that , since in this case

. 

6.1.9 Structure and Symmetry Dependence of Nonlinearity Parameters 

The acoustic nonlinearity parameters for harmonic generation have been
determined5 from literature values of the second- and third-order Brugger

TABLE 6.2

Relationships among Commonly Used Third-Order Elastic Constants for Isotropic 
Solids

Brugger
 Truesdale

 Hyperelastic
Toupin and 
Bernstein

Landau and 
Lifshitz; 

Goldberg, 
Jones, and 

Kobett

 Murnaghan; 
Hughes and 

Kelly

C111 2l - 8m + 2m(a3 - 
a4 + a6)

n1 + 6n2 + 8n3 2A + 6B + 2C 2l + 4m

C112 2l + 2ma3 n1 + 2n2 2B + 2C 2l
C123 2l + 2ma3 + ma4 n1 2C 2l - 2m + n
C144 -ma4/2 n2 B m - (n/2)
C155 -2m - [m(a4 - 

a6)/2]
n2 + 2n3 B + (A/2) m

C456 -m + (ma6/3) n3 A/4 n/4

[-l + C144 + (1/2) 
C123]/m

a3 [-l + n2 + (n1/2)]/m (-l + B + C)/m (-l + l)/m

-2C144/m a4 -2n2/m -2B/m -[m - (n/2)]/m
2[l - m + C144]/m a5 2(l - m + n2)/m (l - m + B)/m 2[l - m + m - 

(n/2)]/m
4[m + C456]/m a6 4(m + n3)/m 4 [m + (A/4)]/m 4[m + (n/4)]/m

C123 2l + 2ma3 + ma4 n1 2C 2l - 2m + n
C144 -ma4/2 n2 B m - (n/2)
C456 -m + (ma6/4) n3 A/4 n/4

4C456 -4m + ma6 4n3 A n
C144 -ma4/2 n2 B m - (n/2)
C123/2 l + ma3 + (ma4/2) n1/2 C l - m + (n/2)

C112/2 l + ma3 (n1/2) + n2 B + C l
C155 -2m - [m(a4 - 

a6)/2]
n2 + 2n3 (A/2) + B m

4C456 -4m + ma6 4n3 A n

Source: Reprinted from Green, R.E., Jr., Treatise on Materials Science and Technology, Vol.
3, Ultrasonic Investigation of Mechanical Properties, 1958, p.77. With permission from Elsevi-
er Science.

A C C666 16 6663= +
A C C66 66 44= =

C666 0=
C16 0=

b2 0,N = b3 0,N =
U

q q
= d 3
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388 Ultrasonic Nondestructive Evaluation

elastic constants for 29 initially stress-free crystals of cubic symmetry with
point groups m3m and  . The nonlinearity parameters along the prop-
agation directions [100], [110], and [111] are calculated from Equation 6.85,
Equation 6.86, and Equation 6.88 and are shown in Table 6.3. We list in the
table the structure of the cubic crystal, the type of interatomic bonding,
and the range of values of the acoustic nonlinearity parameters for each
of the propagation directions. It is seen that the nonlinearity parameters
are strongly ordered for a given propagation direction according to the
type of crystal structure. The relative lack of dependence on bonding
compared to crystal structure is apparent upon surveying Table 6.3. For
example, the magnitudes of the nonlinearity parameters along [100] and
[110] of fluorite structured compounds with ionic tetrahedral linking of
divalent and monovalent atoms are much closer to those of the zinc blende
compounds with covalent tetrahedral linking of atoms than to the strongly
ionic alkali halides with the NaCl structure. 

The dependence of the acoustic nonlinearity parameters on the crystalline
structure suggests that the geometry of the local atomic arrangement and
shape, rather than the strength, of the interatomic potential are dominant
factors in determining the magnitude of b. Some insight into the nature of
the structure dependence can be gained by consideration of solids for which
the elastic constants are dominated by a simple, short-range, two-body,
central-force, repulsive contribution to the interatomic potential represented
by the Born-Mayer potential. 

We begin by reformulating Equation 6.1 in a three-dimensional form and
restricting consideration only to nearest neighbor interactions of all atoms
in a unit cell of the lattice. A unit cell is a volume containing the atoms that
comprise the basis structure of the crystal. The entire crystal is generated by
contiguous translations of the unit cell. The potential energy for all nearest
neighbor (nn) particle pair interactions within the unit cell is 

TABLE 6.3

Comparison of Crystal Structure (Space Group), Bonding, and Range 
of Values of Longitudinal Mode Acoustic Nonlinearity Parameters 
along [100], [110], and [111] Directions of Cubic Crystals

Structure
(Space Group) Bonding

 bbbb[100] 
Range

    bbbb[110] 
Range

    bbbb[111] 
Range

NaCl (Fm3m)  Ionic  14.0–15.4  6.3–8.9  1.0–6.0
Perovskite (Pm3m)  Ionic  9.3–12.7  5.9–6.6  13.7–14.3
bcc (Im3m)  Metallic  7.4–8.8  6.2–6.3  8.1–11.4
fcc (Fm3m)  Metallic/

 molecular
 4.0–7.0  9.5–13.5  7.7–8.6

Fluorite (Fm3m)  Ionic  3.4–4.6  3.2–6.0  5.3–7.2
Zinc blende ( )/
diamond (Fd3m)

 Covalent  1.8–3.0  4.3–6.0  2.7–5.4

Source: From Cantrell, J.H., J. Appl. Phys., 76, 3372, 1994. With permission.

F m43

43m
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(6.90)

where

(6.91)

is the potential energy corresponding to a given nearest neighbor pair (p, q).
The sum in Equation 6.90 is taken over all appropriate nn atomic pairs in
the unit cell. For expediency we assume that the Vnn

PE are central force potentials
such that (up - uq) = (r - r0)pqepq where (r - r0) is the displacement along the
direction given by the unit vector epq between the particle pair and r0 is the
equilibrium distance between the particle pair. Writing Vnn

PE(up - uq) = fnn(r)
and denoting the volume of the unit cell by Vunit, we define the elastic
potential energy per unit volume F(r) by

(6.92)

The elastic potential energy per unit volume defined by Equation 6.92 is
equivalent to that defined in the continuum approximation by Equation 6.66. 

The relationship between the Lagrangian strain and the atomic pair sep-
aration is obtained directly from Equation 6.71. Writing dl = r, dl0 = r0, dXi =
xi where xi is the difference in Cartesian coordinates of the two atoms in the
initial state, we obtain from Equation 6.71

(6.93)

From Equation 6.93 we may write

(6.94)

where

(6.95)

is a differential operator. We now assume that the initial stresses are zero.
From Equation 6.87, Equation 6.92, Equation 6.94, and Equation 6.95, all
referred to the unstressed configuration , we get11

( ) ( )V VPE cell nn
PE

p q
nn

= -Â u u

V Vnn
PE

p q
PE

nn p q p q( ) [ ( )] [ ( )]u u k u u k u u- = ( ) + ◊ - + ◊ - +0 1 2
21

2
L

F( ) ( )r
V

r
unit

nn
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= Â1 f

r r i j ij
2

0
2 2- = x x h

∂
∂h

x x
ij

i jD=

D
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(6.96)

and

(6.97)

where we have summed only over atomic nearest neighbors (nn) having the
equilibrium distance r = r0 in the unstressed configuration.

For definiteness, we consider acoustic waves propagating along the [100]
direction in cubic crystals of all point groups. We find from Equation 6.85,
Equation 6.86, Equation 6.88, Equation 6.96, and Equation 6.97 that the
longitudinal acoustic nonlinearity parameter  for harmonic genera-
tion, referred to the unstressed configuration, is given by

(6.98)

Equation 6.98 shows that the crystalline structure dependence of
enters through x1 and the geometry associated with the summation.

We now introduce the Born-Mayer potential energy in the form

(6.99)

where B is the hardness parameter and A is the preexponential factor. The
factor A contributes to the strength of the interatomic potential energy, while
B and the equilibrium atomic pair separation r0 govern the shape or curva-
ture of the potential energy. From Equation 6.98 and Equation 6.99 and
knowledge of the crystal structure we find for solids having the face-centered
cubic ( fcc) structure

(6.100)

It is apparent from Equation 6.100 that the acoustic nonlinearity parameter
in this model depends only on the Born-Mayer parameter B. The factor A
does not enter the equation. This suggests that the shape more than the
strength of the interatomic potential governs the magnitude of the nonlin-
earity parameter. We conjecture that the shape of the interatomic potential
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is roughly the same for all solids possessing a given crystal structure. This
is consistent with the findings of Table 6.3 where similar values of the
nonlinearity parameter were found for fcc crystals having bonds of greatly
different strengths (metallic and molecular bonds). 

A comparison of the experimentally determined nonlinearity parameters
along [100] for the noble metal (fcc) crystals and the nonlinearity parameters
calculated from Equation 6.100 may be obtained using independent, non-
ultrasonic measurements of the Born-Mayer B parameter. For copper, silver,
and gold, respectively, B is determined to be 13.0, 12.8, and 14.4, respectively.
These values of B yield the calculated  values 4.9, 4.8, and 5.6, respec-
tively, for copper, silver, and gold. The calculated  values are in very
good agreement with the range of experimental values shown in Table 6.3
for fcc metals.

6.1.10 Connection with Thermodynamics

The analysis of acoustic nonlinearity so far has been based on the existence
of an elastic potential energy function giving rise to stresses sij. From the
classical mechanics point of view the elastic potential energy is assumed to
be that arising from the interaction of a collection of lattice particles initially
at rest in some static lattice configuration. Although this is a good assump-
tion for solids at low temperatures, it is less valid at higher temperatures
and becomes even less valid at temperatures sufficiently high to produce a
solid-liquid or a liquid-gas phase transformation. Indeed, for ideal gases the
elastic potential energy is effectively zero. Yet, even an ideal gas gives rise to
stresses (more appropriately pressures), and it is certainly true that gases can
support the propagation of acoustic waves. So, how is this possible if the elastic
potential energy is effectively zero? The answer lies in thermodynamics.

With increasing temperature the lattice particles acquire an increasing
energy of vibration. This means that in addition to an elastic potential energy
per unit volume F a collective kinetic energy per unit volume K is acquired
from the kinetic energies of the individual lattice particles. The total energy
per unit volume of the solid UV is then

UV = FFFF + K (6.101)

At temperatures corresponding to that of the solid-liquid phase transfor-
mation, the particle bonds of the solid begin break and reform in a random
way, creating an ephemeral bonding of particle clusters that lead to the
physical characteristics of the liquid state. In the liquid state the internal
energy per unit volume can be dominated by the kinetic energy contribution.
At higher temperatures corresponding to that of the liquid-gas phase trans-
formation, the particles separate entirely. At sufficiently low mass density
the particles of the gas are sufficiently separated that the particle bonding is
effectively absent and the gas becomes an ideal gas. The contribution to UV
for the ideal gas is entirely due to the kinetic energy. The combined first and

b[ ]100
b[ ]100
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392 Ultrasonic Nondestructive Evaluation

second laws of thermodynamics states that the change in the internal energy
per unit volume dUV is given by12

(6.102)

where T is the temperature of the system, S is the entropy per unit volume, and
dWV is the incremental work per unit volume done on the system. The work
per unit volume done on the system is the sum of the stresses sij times the
corresponding incremental changes in strain (displacement gradient) given by 

(6.103)

Hence, 

(6.104)

Equation 6.104 implies that the internal energy per unit volume UV is a
function of the displacement gradient uij and the entropy per unit volume S

(6.105)

and that the stress is

(6.106)

Equation 6.106 states that the stress, in contrast to the limiting definition
given by Equation 6.67, is defined more generally by the derivative of the
internal energy per unit volume with respect to the displacement gradient.

All previous equations involving the power series expansions of the elastic
potential energy per unit volume F may now be replaced by corresponding
expansions of the internal energy per unit volume UV. In particular, we may
replace Equation 6.66 with

(6.107)

and replace Equation 6.67 with

(6.108)
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The nonlinear equations of motion and the definition of the acoustic nonlin-
earity parameters are then obtained in the manner previously derived. How-
ever, the equations are now valid in materials other than solids at the absolute
zero of temperature.

6.2 Acoustoelasticity

Traditionally, acoustoelasticity has been viewed as that aspect of material
anharmonicity giving rise to the variation in sound velocity as a function of
the state of stress of the material. Acoustoelastic measurements not only are
a popular means of assessing stress fields, but are also a means of measuring
higher-order elastic constants and for characterizing certain aspects of mate-
rial microstructure. 

6.2.1 Basic Concepts and Equations of Acoustoelasticity

We are interested in obtaining the elastic wave velocities as a function of
applied or residual stress. It is convenient to exploit the difference between
an initially stressed particle configuration and the unstressed configuration.
The initial configuration, represented by the set of position vectors {X},
includes the effect of initial (residual or applied) stresses. We assume that
the initial configuration is obtained by a finite deformation from an
unstressed configuration of particles of the material represented by the set
of position vectors . With respect to the unstressed configuration  the
stress sij may be expanded as 

(6.109)

where  and the displacement gradients with respect to  are defined
by

(6.110)

where, as previously, an overbar above a quantity denotes that the quantity
is defined with respect to the unstressed configuration. Note that the first-
order Huang coefficients  in Equation 6.109, since the reference con-
figuration  is assumed to be stress free.

It is expedient to expand the stress sij about the homogeneously deformed
initial state X. We write

{ }X { }X

sij ijkl kl ijklmn kl mnA u A u u= + +1
2

L

u x X= - X

u u Xij i j= ∂ ∂/

Aij = 0
X

1462.book  Page 393  Monday, December 1, 2003  3:06 PM

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



394 Ultrasonic Nondestructive Evaluation

(6.111)

where in the last equality we define  and
; the subscripted X following a quantity denotes that the quantity

is evaluated at the initial configuration. With respect to the unstressed con-
figuration Newton’s law may be written in analogy to Equation 6.18 as

(6.112)

where r0 is the mass density in the unstressed configuration. Substitution of
Equation 6.111 into Equation 6.112 yields

(6.113)

where the propagation matrix  is defined by 

(6.114)

If only the linear term in Equation 6.114 is retained, then Equation 6.113)
may be viewed as a linear wave equation for which the propagation matrix
serves as a parametric coefficient, governing the sound velocity, that is
dependent on the state of initial strain  in the material. 

We seek a linear wave solution to Equation 6.113. It is expedient to assume
a solution of the form

(6.115)

where  is the unit propagation direction referred to the unstressed
configuration. It is convenient to define the natural velocity , since
it is the velocity referred to the unstressed state.13 Substituting Equation 6.115
into Equation 6.113, we obtain the set of linear equations for the unit polar-
ization vectors  given by
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. (6.116)

Equation 6.116 is the basic equation of acoustoelasticity. It provides the
variation in the sound velocity (here the natural velocity) as a function of
applied or residual strains (via ), the wave propagation direction , and
the wave polarization .

Let us consider the rate of change of the square of the natural velocity
with respect to the applied stress p (uniaxial or hydrostatic) evaluated at the
unstressed configuration (i.e., at p = 0). We write

(6.117)

where  are the isothermal compliance coefficients referred
to the unstressed configuration. For applied hydrostatic pressure of magni-
tude p or uniaxial compression of magnitude p in the unit direction 

 for hydrostatic pressure (6.118)

and

 for uniaxial compression (6.119)

where  are the Cartesian components of the direction vector . 
Substituting Equation 6.85 and Equation 6.86 into Equation 6.114, we

obtain from Equation 6.116 and Equation 6.117 that

(6.120)

where

(6.121)
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Equation 6.120 and Equation 6.121, derived for solids of arbitrary crystal-
line symmetry, specifically show the dependence of the natural velocity and
the change of natural velocity with stress in terms of the second- and third-
order elastic constants of the solid referred to the unstressed configuration.
The equations suggest that one can determine the second- and third-order
elastic constants of the material from experimental measurements of the
natural velocity as a function of stress. Indeed, calculation of the elastic
constants from such measurements has become quite well established.14–18

Table 6.4 lists the stress derivatives of the natural velocity obtained for various
combinations of wave polarizations and applied stresses in isotropic solids.

6.2.2 Measurement Considerations

In a typical ultrasonic experiment to measure the stress variation of the phase
velocity, one generally measures as a function of applied stress the variation
in time required for a generated plane wavefront to propagate between
parallel sample surfaces. An inverse measure of that propagation time is the
parameter F defined by

(6.122)

where v is the true velocity and l is the propagation distance in the sample
in the homogeneouly deformed state. The true velocity is referred to the
deformed state and is equal to the propagation length in the deformed state
divided by the wave propagation time in the deformed state. The natural
velocity  is referred to the unstressed state and is equal to the propagation
length in the undeformed state divided by the propagation time in the

TABLE 6.4

Stress Derivative of Natural Velocity for Various Wave Polarizations and Applied 
Stresses in Isotropic Solids

 Applied
Stress

Propagation 
Direction N

Polarization 
Direction U                     rrrr0W0

2  -∂(rrrr0000W
2)/∂p

Hydrostatic  Arbitrary  U || N  C11 1 + g[2C11 + C111 + 2C112]
Hydrostatic  Arbitrary  U ^ N  C44 1 + g[2C44 + (1/2)(C111 - 

C123)]
Uniaxial  ^ to stress  U || N  C11 g{C112 - (C12/C44)[C11 + 

(1/4)(C111 - C112)]}
Uniaxial  ^ to stress  U || stress  C44 g[C11 + C12 + (1/4)(C111 - 

C123) + (C12/8C44)(C111 - 
3C112 + 2C123)]

Uniaxial  ^ to stress  U ^ stress  C44 g[-C12 + (1/2)(C112 - C123) + 
(C12/4C44)(C111 - 3C112 + 
2C123)]

g = (C11 + 2C12)
-1

Source: Adapted from Thurston, R.N. and Brugger, K., Phys. Rev., 133, A1604, 1964. With
permission.

F l v= -1

W
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stressed state. Hence, the relationship between the true sound velocity and
the natural velocity is given by

(6.123)

where l0 is the propagation distance in the undeformed sample. 
There is an advantage in measuring changes in the natural velocity as a

function of applied stress. The advantage is that such measurements are
obtained from time measurements in the deformed state, but the length
measurements are referred to the undeformed length of the solid. This is
seen by substituting Equation 6.122 into Equation 6.123 to get

(6.124)

From Equation 6.124 we may define the parameter Hp as19

.

(6.125)

Hp is a parameter of the material, often called the stress acoustic constant
or the acoustoelastic constant that depends on the second- and third-order
elastic constants of the material. It is cautioned that often in the literature one
finds the measurements of Hp reported as an inverse measurement (i.e., Hp

_1). 
The exact meaning of the experimental parameter F in Equation 6.122 and

Equation 6.124 depends on the particular experimental technique used for
the measurement. For example, if one uses a resonance or resonance-derived
technique, then F is the acoustic standing-wave resonance frequency. If one
uses a pulse coincidence technique, then F is the inverse pulse repetition
rate. It is important to emphasize that all the above equations specifically
refer to acoustic bulk wave propagation in materials. The elastic moduli or
constants used to quantify this wave propagation are referred to bulk solids.

For any direction in isotropic solids a direct relationship exists between
the uniaxial stress acoustic constant and the acoustic nonlinearity parameter.
This relationship may be obtained from Equation 6.117 by noting that for a
uniaxial stress we need to consider only the s11 component of stress and
the  component of the displacement gradient. The appropriate
stress-displacement gradient relationship, assuming an initially stress-free
solid, is then given by

. (6.126)
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Thus, sab = s11, , and  in Equation 6.117. The compliance
coefficient  (full notation) or  (Voigt nota-
tion). Hence, for isotropic solids Equation 6.117 is simplified to

(6.127)

From Equation 6.127 the natural velocity  is obtained as

. (6.128)

From Equation 6.128, . Finally, from Equation 6.125 and
the relations  and , we obtain the relationship
between the uniaxial stress acoustic constant  and the acoustic nonlin-
earity parameter  as

(6.129)

6.3 Characterization of Material Defects 
and Nano/Microstructures

Material defects and nano/microstructures can significantly alter the phys-
ical properties of the matrix material in which they occur. The structures are
central to the development of new materials with specific design objectives,
and the understanding of microstructure-physical property relationships is
critical to material development. The nonlinear interaction of sound waves
with material defects and nano/microstructures provides an important con-
tribution to this understanding. Nonlinear ultrasonic measurements also
serve as an effective and sometimes unique means for the quantitative NDE
of such materials. 

6.3.1 Acoustic Nonlinearity from Dislocation Monopoles

The strong crystalline structure and symmetry dependence of the acoustic
nonlinearity parameters suggest that any changes in the crystal structure or
symmetry could lead to changes in the values of the nonlinear ultrasonic
parameters. The introduction of defects in the crystal structure can greatly
disrupt the crystal lattice periodicity and may thus produce large changes
in the nonlinearity parameters. A defect of some importance is the disloca-
tion. An edge dislocation may be viewed as a disruption in the crystal lattice
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caused by the introduction of an extra half-plane of atoms introduced into
the lattice as illustrated for the simple cubic lattice structure shown in
Figure 6.3. By convention, if the extra half-plane of atoms is inserted at the
top, the dislocation is called a positive edge dislocation and is denoted by
the symbol ; if inserted at the bottom the dislocation is called a negative
edge dislocation and is denoted by the symbol T. The insertion of the
half-plane of atoms produces a compressive stress in the half-space volume
containing the extra atoms and tensile stresses in the half-space volume below
the terminus of the extra atoms. The dislocation line is defined by the linear
array of atoms along the edge (terminus) of the extra half-plane of atoms.
An isolated dislocation is called a dislocation monopole. 

The application of a shear stress results in a plastic shear strain in the
crystal as the result of dislocation motion. The plastic shear strain occurs in
addition to the elastic strain in the solid. The plastic shear strain resulting
from dislocation glide may be obtained from a consideration of Figure 6.4.
Under an applied shear stress the positive dislocations of line length L glide to
the right along the slip or glide planes in the crystal appropriate to the applied
stress. The negative dislocations of line length L glide to the left along the
appropriate glide planes. Since the motion of dislocations is actually the
movement of half-planes of atoms, the top surface of the crystal will be
displaced relative to the bottom surface. If a dislocation moves completely
across the crystal through the distance dmp, the crystal will be displaced by
a distance corresponding to a lattice spacing b, called the Burgers vector.
Such a dislocation will thus contribute b to the total displacement of D,
shown in Figure 6.4. A dislocation that moves only a distance xi contributes
only a fraction (xi/dmp) of b. If the total number of mobile dislocations is N,
then the total displacement D is given by

(6.130)

FIGURE 6.3
Edge dislocation in a simple cubic lattice.
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Let hmp be the distance normal to the slip planes that include the slip planes
of all mobile dislocations under consideration. The plastic shear strain is
then given by

(6.131)

where Lmp = NL/hmpLdmp is the density of mobile dislocation monopoles and

(6.132)

is the average distance moved by a dislocation. The subscripted mp denotes
dislocation monopole in the above expressions. Because the average area of
slip plane  swept by a dislocation is L , then Equation 6.131 may be
rewritten as

(6.133)

where n = Lmp/L is the number of dislocation lines per unit volume.
The dislocation line is generally broken into segments, often called loops,

as the result of pinning sites along the line caused by point defects in the

FIGURE 6.4
Plastic shear strain resulting from dislocation glide.
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solid or by the intersection of the dislocation with other dislocations. The
application of a shear stress t on a pinned dislocation segment will cause
the segment to bow out like a string and form an arc of radius r as shown
in Figure 6.5. The dislocation loop length L ª 2L0 in Figure 6.5. The application
of a longitudinal stress s = s 11 will result in a resolved shear stress along the
slip direction on a glide plane given by t = Rs, where R is the resolving factor.
In equilibrium the shear stress is balanced by the line tension (energy per
unit length of the dislocation) Tmp ª mb2, where m is the shear modulus of the
solid, such that

. (6.134)

The corresponding shear strain , referred to the unstressed configura-
tion, on the dislocation monopole resulting from the dislocation motion is
obtained from Equation 6.133 as

(6.135)

where , the area swept out by the dislocation, is given by

(6.136)

and q is the half-angle subtended by the arc. We write q = sin-1(L0/r) and
expand q in a power series with respect to (L0/r), where we assume (L0/r)
is small. Keeping terms to fifth power in (L0/r) yields the expression20

FIGURE 6.5
Bowing of pinned dislocation from application of shear stress. (From Hikata A. et al., J. Appl.
Phys., 36, 229, 1965. With permission.)
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(6.137)

The longitudinal lattice strain  due to the lon-
gitudinal stress s can be obtained from Equation 6.111 for zero initial stress
by writing

(6.138)

The subscripted  in Equation 6.138 means that the derivative is evaluated
at the zero stress state. The total longitudinal strain  in the solid containing
a network of dislocation monopoles is the sum of the longitudinal plastic
strain due to the dislocation network  and the longitudinal lattice
strain  given as

(6.139)

where W is a conversion factor from shear strain to longitudinal strain. From
Equation 6.137 through Equation 6.139, we get the total longitudinal strain-
longitudinal stress relationship for the solid as

(6.140)

Let us assume that the initial stress in the material is s1 that gives rise to an
initial total strain . If the stress in the material is then increased infinitesimally
from s1 to s, then the total strain is increased infinitesimally from  to . A
power series of the stress with respect to the initial total strain is then

 

 

(6.141)
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where from Equation 6.141 for values of the initial stress s1 is small compared
to the Huang coefficients and the shear elastic constant m 

(6.142)

and

. (6.143)

The subscripted X in Equation 6.141 through Equation 6.143 means that
the derivative is evaluated at the initially stressed configuration X where the
initial stress is s1.

The total acoustic nonlinearity  is obtained to good approximation for
most materials as 

(6.144)

It is interesting to note that the first term on the right-hand side of Equation
6.144 is the lattice contribution to the total nonlinearity parameter given by

. (6.145)

The second term on the right-hand side of Equation 6.144 is the contribu-
tion to the total nonlinearity parameter from the network of dislocation
monopoles in the solid given by

. (6.146)

It is important to note that the contribution from dislocation monopoles
requires the presence of an initial stress s1. The magnitude of the initial
stress |s1| is used in Equation 6.144 and Equation 6.146, since  is inde-
pendent of the direction of dislocation bowing resulting from a positive or
negative initial stress.

P
A

L Rmp= Ê
ËÁ

��̄ ª +
Ê

Ë
Á

�

¯
�

- -
∂e
∂s mX

1

11

0
2 1

1 2
3

WL

Q
A
A

L R

b A

L Rmp mp= -
Ê
ËÁ

�
�̄

Ê
ËÁ

��̄ ª -
È

Î
Í
Í

ù

û
ú
ú

+
È

Î
Í
Í

ù

û
ú
ú

- -
∂ e
∂s

∂e
∂s m

s
m

2

2

3
111

11
2

0
4 3

3 2 1
11

0
2 3

24
5

1 2
3

X X

WL WL

btotal

b
m

stotal
mpQ

P
A
A

L R A

b
= - ª - +111

11

0
4 3

11
2

3 2 1
24
5

WL

blat

A
A

= - 111

11

b
m

smp
mpL R A

b
= 24

5
0
4 3

11
2

3 2 1

WL

bmp

1462.book  Page 403  Monday, December 1, 2003  3:06 PM

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



404 Ultrasonic Nondestructive Evaluation

6.3.2 Dislocation Monopole Characterization of Metallic Materials

Figure 6.6 shows a graph of the amplitude of the generated second harmonic
signal in pure single crystal aluminum plotted as a function of the applied
stress in the material (from Hikata et al., J. Appl. Phys., 36, 229, 1965, with
permission). The linear dependence of the amplitude (or equivalently )
on the applied stress is in agreement with Equation 6.146 for low stresses.
With increasing applied stress many dislocations become unpinned from
their pinning sites and the average loop length of the dislocations increases.
The increase in loop length leads to an increase in the attenuation. As indi-
cated in Equation 6.61 the measured nonlinearity parameter increases expo-
nentially with increasing attenuation. At a sufficiently large average loop
length the reduction in measured signal due to attenuation dominates har-
monic generation and leads to the nonlinear behavior in Figure 6.6 at higher
applied stresses. 

Equation 6.146 also predicts that the amplitude of the generated acoustic
second harmonic depends on the fourth power of the dislocation loop length.
Although direct verification of this prediction has not been reported, an
indirect verification of the strong dependence of the nonlinearity parameter
on the applied stress is shown in Figure 6.7 for aluminum alloy 2024-T4. The
applied stress given in Figure 6.7 is the resolved shear stress amplitude of
the fundamental longitudinal acoustic wave. The graph shows that the nonlin-
earity parameter  for aluminum 2024-T4 is relatively constant from zero
stress up to a stress of 2.7 to 2.9 MPa. The longitudinal stress of 2.7 to 2.9
MPa corresponds to a resolved acoustic shear stress amplitude of roughly
0.9 to 1.0 MPa. At higher acoustic stress amplitudes a substantial increase in

FIGURE 6.6
Acoustic second harmonic signal (amplitude change) plotted as a function of uniaxial stress
applied to single crystal aluminum. (From Hikata, A. et al., J. Appl. Phys., 36, 229, 1965. With
permission.)
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b, hence acoustic harmonic generation, is seen to occur. Resolved shear stress
amplitudes in the range 0.9 MPa to 1.0 MPa correspond to that required for
dislocation breakaway from weak pinning sites (e.g., Guinier-Preston zones)
in the material. The resulting increase in dislocation loop length following
breakaway is a likely explanation for the dramatic increase in  with
increased acoustic stress amplitude. 

6.3.3 Acoustic Nonlinearity from Dislocation Dipoles

As shown in Section 6.3.2, a stress applied to a material will produce motion
of the monopole dislocations in the material. If two dislocations move suf-
ficiently close to each other, the dislocations can become mutually trapped
in the force fields of the interacting dislocations. A trapped dislocation pair
is known as a dislocation dipole and is illustrated in Figure 6.8. A stress applied
to a dislocation dipole will cause the dislocations in the dipole pair to move
relative to each other, but the center of mass of the dipole will remain fixed. 

The equations of motion, neglecting body forces and referring to the
unstressed configuration, are obtained from Equation 6.18 by setting r1 = r0,

FIGURE 6.7
Acoustic nonlinearity parameter of aluminum alloy 2024-T4 plotted as a function of the driving
(fundamental), wave-resolved shear stress amplitude.

FIGURE 6.8
Illustration of dislocation dipole formed by
the mutual trapping of two dislocations by the
force fields of the interacting dislocation pair.
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, and . For simplicity we consider only longitudinal wave prop-
agation in an isotropic medium and drop the subscripts to obtain

(6.147)

We assume that the total longitudinal displacement  consists of a lattice
displacement contribution  and a dipole displacement contribution  as

(6.148)

Substituting Equation 6.148 into Equation 6.147 and differentiating with
respect to  of the resulting expression yields

(6.149)

We consider launching a pure sinusoidal acoustic stress wave of amplitude
B1 into the solid. For generality we assume that the total stress perturbation
s in the solid is composed of a static stress component s1 (an applied or
residual stress) and an oscillatory component (acoustic stress wave) consist-
ing of the fundamental wave of amplitude B1 and generated second har-
monic waves of amplitudes B2 and C2 as 

(6.150)

where w is the angular frequency and k is the wavenumber. To first approx-
imation the coefficient B1 is assumed to be constant, independent of wave
propagation distance. However, the coefficients B2 and C2 are assumed to be
functions of the distance of propagation  (where  = 0 is the value of the
coordinate at the launch site) and satisfy the boundary conditions

,
 (6.151)

,

In order to obtain the appropriate nonlinear wave equation we must find the
constitutive equations between the lattice and dipole displacement gradi-
ents  and , respectively, and the stress s in Equation 6.149.

6.3.3.1 Constitutive Equations

For edge dislocation pairs of opposite polarity the shear force per unit length
Fx on a given dislocation due to the other dislocation in the pair is given as21

(6.152)
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where m is the shear modulus, b is Burgers vector, n is Poission’s ratio, and
(x, y) are the Cartesian coordinates of one dislocation in the pair relative to
the coordinates (0, 0) of the second. We assume motion of the dipole pairs
only along parallel slip planes (i.e., along the x-direction) separated by a
distance y = h, called the dipole height. At equilibrium, with no residual or
applied stresses, Equation 6.152 asserts that ±x = ±y = h. The equation of
motion of the equivalent one-body problem for the dislocation dipole pair
under the influence of a driving stress s is 

(6.153)

where meff is the effective reduced mass of the dipole pair (of the order r0b
2)

and R is the conversion factor from longitudinal displacement along the
direction of the propagating acoustic wave to displacement of the dislocation
along the slip plane. We expand Equation 6.152 in a power series in x with
respect to h, keeping terms to second order, and approximate Equation 6.153 as

(6.154)

where z = (x - h) is the displacement of the dislocation with respect to the
equilibrium position h. 

Equation 6.154 may be solved, using a standard iterative procedure, by
first obtaining the solution z1 to Equation 6.154 in which the nonlinear term
(squared term) is ignored and where the approximation of Equation 6.150
without the second harmonic terms is used for the driving stress. The dif-
ferential equation for z1 is then

(6.155)

The solution to Equation 6.155 is

(6.156)

The inertial term, 4p2w2b-1meff h
2(1 - n), in the denominator of the second

term after the equal sign in Equation 6.156 is negligible compared to mb for
the typical ultrasonic range of frequencies and may be ignored. 

The solution z1 is now substituted for z in the z2 term of Equation 6.154
to obtain

(6.157)
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Substituting Equation 6.156 and Equation 6.150 into Equation 6.157 and
solving the resulting expression, we obtain the approximate solution to
Equation 6.154 as

 

(6.158)

where the negligible inertial terms have been dropped.
The acoustic wave displacement gradient  is related to the plastic

shear strai – gdp resulting from dipole motion as 

(6.159)

where W, as before, is the conversion factor from dislocation displacement
in the slip plane to longitudinal displacement  along the propagation
direction of the acoustic wave. The relationship between  and the dislo-
cation displacement z may be written in analogy to Equation 6.131 as 

(6.160)

where Ldp is the dislocation dipole density. The constitutive equation for the
dislocation dipole contribution to the wave equation is obtained by substi-
tuting Equation 6.158 into Equation 6.160 and then substituting the resulting
expression into Equation 6.159. 

The constitutive equation for the lattice contribution to the wave equation,
referred to the unstressed configuration, may be found by expanding the
stress s in terms of the lattice displacement gradients  to second order
as 
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Using, again, the iteration approach leading to Equation 6.158, we first
write from Equation 6.161 and Equation 6.150 the linear approximation
to  as

(6.162)

where the second harmonic terms of Equation 6.150 for the driving stress
are suppressed in Equation 6.162. The next iteration is obtained by substi-
tuting Equation 6.150 and Equation 6.162 into the equation

(6.163)

The solution to the resulting equation and the lattice contribution to the
wave equation is 

+ (6.164)

6.3.3.2 Solution to Wave Equation

The differential equation governing the propagation of an acoustic wave in
an isotropic solid containing dislocation dipoles is obtained to second order
in the nonlinearity by substituting Equation 6.150 and Equation 6.158
through Equation 6.160 into Equation 6.149. Assuming that the fundamental
amplitude B1 is constant, we obtain the following set of coupled differential
equations governing the in-phase and quadrature stress amplitudes B2 and
C2, respectively, of the second harmonic of the acoustic wave 

(6.165)
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and

(6.166)

The solutions to Equation 6.165 and Equation 6.166, subject to the bound-
ary conditions given by Equation 6.151, are

(6.167)

and

(6.168)

6.3.3.3 Displacement Amplitudes and Acoustic 
Nonlinearity Parameters

Experimental measurements of the nonlinearity parameters for harmonic
generation are commonly performed by measuring the absolute amplitudes
of the fundamental and harmonically generated displacements, rather than
stress amplitudes. A quantitative measure of the nonlinearity is given by the
acoustic nonlinearity parameter  defined in analogy to Equation 6.40 as

(6.169)

where  and  are the fundamental and second harmonic displacement
amplitudes, respectively. 

The displacement amplitudes may be obtained from the stress amplitudes
B1 and C2 by noting that, to within the same approximation used in our
iterative approximation procedure to derive Equation 6.167 and Equation
6.168, we can write

(6.170)

Integrating Equation 6.170 with respect to time, we obtain the displacement
amplitudes

(6.171)

∂
∂

pr w n
m

∂
∂

2
2
2

0
2 2

2
2

16 1
4 0

C
X

R h
C k

B
X

dp+
-

+ =
W L ( )

B2 0=

C
B X
k

A
A

R h

b
dp

2
0

2
1
2

111

11
3

2 2 3 2

24

16 1
= - -

-Ê

Ë
Á

�

¯
�

r w p n
m

W L ( )

b

b = ¢
¢

8 2
2

1
2

C
k B X

¢B1 ¢C2

∂
∂

w s w s w wu
t kA kA

B t kX C t kXª - = - + - + -
11 11

1 1 2 2[ cos( ) sin ( )]

¢ = - =B
kA

B1
11

1
1

constant

1462.book  Page 410  Monday, December 1, 2003  3:06 PM

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



Fundamentals and Applications 411

and

(6.172)

where the last equality in Equation 6.172 follows from Equation 6.168.
The total acoustic nonlinearity parameter , referred to the unstressed

configuration, is obtained by substituting Equation 6.172 into Equation 6.169
to get

(6.173)

The first term on the right-hand side of Equation 6.173 is the lattice contri-
bution  to the total nonlinearity parameter obtained previously, Equation
6.145, and the last term is the contribution  from the dislocation dipoles
given by

(6.174)

It is important to note that in contrast to dislocation monopoles, the non-
linearity parameter associated with dislocation dipoles does not depend on
the applied or residual stresses in the material or on the dislocation loop
lengths.  does depend on the third power of the dipole height h. 

6.3.4 Harmonic Generation and Metal Fatigue

Cyclic loading in metal fatigue promotes the formation of dislocation dipoles
as the result of the mutual trapping of individual dislocations moving to
and fro in response to the cyclic stresses. Dipole formation occurs when the
encounters between dislocations of opposite polarity become sufficiently
close. The dipoles are composed almost exclusively of edge dislocations
because screw dislocations are annihilated by cross-slip. With increasing
levels of fatigue the dominant dislocation structures formed consist not of
arrays of isolated single dislocations monopoles or dipoles, but rather of
complex, self-organized substructural arrangements formed from disloca-
tion dipoles and multipoles. The first substructures formed in pure metals
are vein structures followed by the formation of persistent slip bands (PSBs)
at stress amplitudes corresponding to the saturation stress of the material in
strain-controlled loading. 
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412 Ultrasonic Nondestructive Evaluation

It is instructive to estimate the change in the acoustic nonlinearity parameter
resulting from cyclic stressing for highly fatigued aluminum alloy 2024-T4.22

Measurements in virgin material yield the values m ª 28.6 GPa,  ª 109 GPa,
and the lattice contribution  = 4.7 in Equation 6.173. For high cycle, highly
fatigued polycrystalline Al2024-T4, reasonable estimates of the alloy param-
eters are h ª 4 nm, b ª 0.4 nm, W = R = 0.33, and n = 0.33. If it is assumed
that the distribution of dipoles throughout the material in dislocation sub-
structures occupies a total volume fraction of roughly 0.5, then Equation
6.174 yields the value  ª 14.8 for the dipole contribution to the total
nonlinearity parameter. The model predicts that the contribution to  from
dislocation dipoles is roughly 3.1 times that from the lattice contribution in
highly fatigued material.

Figure 6.9 shows an experimental plot of the value of the total acoustic
nonlinearity as a function of the number of fatigue cycles of American Society
for Testing and Materials (ASTM) standard dogbone specimens of AA2024-
T4 cyclically stressed at a rate of 10 Hz under uniaxial, stress-controlled load
from zero stress to 276 MPa.22 Each specimen was fatigued for a different
number of cycles. The maximum measured values of  are plotted as a
function of the number fatigue cycles. The  parameter is seen to increase
monotonically with increasing fatigue cycles, although the increase in the
range from 10 to 100 kc is relatively smaller. It is found with single crystal
and polycrystalline copper that stress-controlled loading produces a slow
but monotonic increase in the volume fraction of persistent slip bands
throughout the fatigue life. It is presumed that the range 10 to 100 kc for
AA20243-T4 in Figure 6.9 is dominated by the similar growth of persistent

FIGURE 6.9
Total acoustic nonlinearity parameter plotted as a function of the number of fatigue cycles of
aluminum alloy 2024-T4. (From Cantrell, J.H. and Yost, W.T., Int. J. Fatigue, 23, S487, 2001. With
permission.) 
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Fundamentals and Applications 413

slip bands. The value of  measured at 100 kc of fatigue is roughly three
times larger than that obtained for the virgin material, in good agreement
with the model prediction of 3.1. These data suggest that the nonlinearity
parameter does, indeed, track substructural changes in the material associ-
ated with the fatigue process; they also suggest that the origin of the increase
in  is associated with the growth and transformation of dislocation dipole
substructures formed in the material during fatigue.

6.3.5 Effects of Precipitation on Ultrasonic Harmonic Generation

One of the principal strengthening and hardening mechanisms of alloys
involves the precipitation of secondary phases from a solid solution of mate-
rial. The presence of secondary phases alters the nonlinear properties of the
material in a manner that depends on the volume fraction of secondary
phases precipitated in the alloy material. We shall restrict our considerations
to compressional waves in quasi-isotropic solids (i.e., solids consisting of
randomly oriented grains). For generality the solid is assumed to consist of
any number of distinct phases N. We assume that the grain orientations are
perfectly random (no texture) and that the number such grains contained
within a path length of sound is sufficiently large to provide a good statistical
sampling for an arbitrary phase i. To the extent that such conditions are
maintained the value of the effective nonlinearity parameter  is expected
to be independent of grain size. 

From Equation 6.138 and Equation 6.145 we write

(6.175)

We seek the appropriate mixing law for  that accounts for the effects of the
various phases i. We define V0 and r0 to be the initial (unperturbed) volume
and mass density, respectively, of the solid. The local transformation from
the initial state to the deformed state V or r is defined through the Jacobian

(6.176)

It is assumed that the volume V at any time consists of a number N of
constituent phases i such that

(6.177)
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414 Ultrasonic Nondestructive Evaluation

From Equation 6.176 and Equation 6.177 we get

(6.178)

where Ji = Vi/(V0)i is the Jacobian for phase i and fi = (V0)i/V0 is the volume
fraction of phase i. The Jacobian may be written in terms of the displacement
gradients  as

(6.179)

Substituting Equation 6.179 into Equation 6.178 yields

(6.180)

where in obtaining Equation 6.180 it is assumed that Sfi = 1. 
We now assume that for a given phase i the grain orientations are suffi-

ciently random and of sufficiently large number that each phase responds
independently as an isotropic structure. Under such conditions we obtain
from Equation 6.180 the relationship

(6.181)

in the notation of Equation 6.175 where for each phase i we assume

(6.182)

From Equation 6.175, Equation 6.181, and Equation 6.182 and the assump-
tion of local equality of stresses we write

(6.183)

Equating like powers of s, we obtain

(6.184)
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Fundamentals and Applications 415

and

(6.185)

Equation 6.184 and Equation 6.195 are general expressions that provide the
dependence of the effective Huang coefficient  and the effective nonlin-
earity parameter  on the volume fractions of constituent phases making up
the material. 

We now consider the application of Equation 6.184 and Equation 6.195 to
determinations of the effective Huang coefficient and nonlinearity parameter
that account for the nominal kinetic aspects of the precipitation process. For
simplicity we consider a precipitation process for which the total volume
fraction of the second-phase precipitates fp changes during the precipitation
process, but the relative volume fractions of constituent second-phase pre-
cipitates for the alloy remain constant. The effective nonlinearity parame-
ter  and the effective second-order Huang coefficient  of the second-
phase precipitates taken collectively remain unchanged. We may thus rewrite
Equation 6.84 and Equation 6.185 in terms of volume fractions of precipitate
fp and solid solution constituents fi

ss as

(6.186)

and

(6.187)

where  is an effective second-order Huang coefficient for the i-th con-
stituent. 

The invariance of the relative volume fractions of second-phase precipi-
tates must come at the expense of the solid solution constituents. It is
assumed that the constituents of a solid solution are depleted linearly with
increasing volume fraction of precipitates as 

(6.188)

where fi
ss is the present volume fraction of solid solution constituent i, fp is

the total volume fraction of second-phase precipitates, (fi
ss)0 is the volume

fraction of constituent i in pure solid solution (i.e., when fp = 0), and ei is the
depletion constant for the i-th constituent. 
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416 Ultrasonic Nondestructive Evaluation

Substituting Equation 6.188 into Equation 6.186 yields

(6.189)

where the effective second-order Huang coefficient for pure solid solu-
tion  is given by

(6.190)

Similarly, from Equation 6.187 through Equation 6.189 we find that the
effective nonlinearity parameter  of the solid in terms of total volume frac-
tion of second-phase precipitates fp is given by

(6.191)

where 

(6.192)

is the nonlinearity parameter for pure solid solution. For typical values of
the various ‘s and ‘s the coefficients of the terms containing fp in Equa-
tion 6.191 are estimated to be of order unity. Expanding Equation 6.191 in a
power series for small values of fp and keeping only the linear terms, we
obtain

(6.193)

where the constant

(6.194)

Equation 6.193 is a linear approximation to Equation 6.191. A survey of
typical values of  and  indicates that Equation 6.193 should be accurate
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Fundamentals and Applications 417

for most materials to within typical experimental uncertainty for volume
fractions as high as approximately 10%. Figure 6.10 shows a graph of the
measured acoustic nonlinearity parameter of aluminum alloy 7075 plotted
as a function of the volume fraction of coarsened second-phase precipitates.23

It is seen that the functional dependence is linear as predicted by Equation
6.193.

It must be pointed out that the above results do not account for the effect
on the nonlinearity parameter of the interactions of the second-phase pre-
cipitates with dislocations that occur in the matrix (i.e., primary phase) of
the alloy. Such interactions are minimized when the precipitates are suffi-
ciently large (coarsened) that coherency (one-to-one lattice matching across
interfaces) between the precipitates and the matrix material is lost. Coher-
ency loss results in a dramatic decrease in the internal stresses at dislocation
sites in the material. Such conditions are termed overaging and result in a
loss in overall strength of the alloy. In the above derivation we have treated
these materials as initially stress free. Such an assumption appears to be
justified by the experimental data for coarsened precipitates. 

The dependence of the nonlinearity parameter on the volume fraction of
second-phase precipitates for metallic alloys suggests a possible relationship
between the nonlinearity parameter and the engineering hardness number
(e.g., Brinell hardness, Rockwell hardness, etc.). The reason for this relation-
ship is that the flow resistance of such alloys is dependent on the presence
of both coherent and incoherent second-phase material. Measurements of
the nonlinearity parameters on 18 Ni Maraging steel as a function of Rock-
well-C hardness is shown in Figure 6.11.24 The strong correlation between

FIGURE 6.10
Measured acoustic nonlinearity parameter of aluminum alloy 7075 plotted as a function of the
volume fraction of coarsened second-phase precipitates. (From Cantrell, J.H. et al., Proc. IEEE
Ultrasonics Symposium, Cat No. 86CH2375-4, Institute of Electrical and Electronic Engineers,
New York, 1986, p. 1075. Copyright 1986 IEEE. With permission.)
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418 Ultrasonic Nondestructive Evaluation

the measured nonlinearity parameters and the engineering hardness number
is evident. The physical basis of the engineering hardness parameters is
rather different from the hardness parameter of the Born-Mayer potential.
However, it is clear from Figure 6.11 that the microstructural properties of
the alloys that govern material hardness also govern in large part the mag-
nitude of the nonlinearity parameters.

6.3.6 Effect of Precipitation on Acoustoelastic Constants

The focus of Section 6.3.5 is on the effect on harmonic generation of coarsened
second-phase precipitates in alloys. It is also of interest to explore the sen-
sitivity of the acoustoelastic constants to the volume fraction of the second
phase following a terminal heat treatment. In steel alloys, carbon in excess
of the solubility limit (0.02 wt%) forms iron carbide (cementite) as a second
phase that precipitates from (softer) solid-ferrite. A graph of the measured
longitudinal mode acoustoelastic constant H11 plotted as a function of vol-
ume fraction of carbide precipitate (cementite) is shown in Figure 6.12.25 The
acoustoelastic constant increases linearly as the amount of carbide (cement-
ite) phase is increased in the alloy up to a volume fraction of roughly 15%.
In this study the amount of carbide phase is calculated using the level rule
and the nominal carbon content in the alloy. The constant of proportionality
between the relative change of the acoustoelastic constant and the volume
fraction of second phase in the steel alloys is obtained from the figure to be
approximately equal to 15.3(TPa vol%)–1. This means that the acoustoelastic
constants in these alloys can be calculated empirically using the values of
this quantity in the 100% solid-solution material and the volume fraction of
second phase in the alloy. 

FIGURE 6.11
Measured acoustic nonlinearity parameter of 18 Ni maraging steel plotted as a function of
Rockwell-C hardness. (From Yang, H. et al., Proc. IEEE Ultrasonics Symposium, Cat No.
87CH2492-7, Institute of Electrical and Electronic Engineers, New York, 1987, p. 1131. Copyright
1987 IEEE. With permission.)
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Fundamentals and Applications 419

Considerable research effort has been devoted in recent years to the devel-
opment of metal-matrix composites and more recently of nanocomposites.
Metal-matrix composites consist of small particles, typically micron-size or
smaller intermetallics or ceramics that are embedded in a metal matrix. The
nondestructive characterization of the elastic and nonelastic behavior of such
materials is essential to their manufacturing processes. Of particular interest
here are the measured values of the acoustoelastic constants as a function of
the volume percent of particles embedded in the matrix. Figure 6.13 shows

FIGURE 6.12
Measured acoustoelastic constant of steel alloys plotted as a function of volume fraction of
carbide (cementite) phase. (From Allison, S. et al., Proc. IEEE Ultrasonics Symposium, Cat No.
84CH2112-1, Institute of Electrical and Electronic Engineers, New York, 1984, p. 997. Copyright
1984 IEEE. With permission.)

FIGURE 6.13
Longitudinal wave acoustoelastic constant of AA7064 metal matrix composite plotted as a
function of embedded SiC particles.
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420 Ultrasonic Nondestructive Evaluation

a plot of the measured longitudinal wave acoustoelastic constants for SiC
particles embedded in a 7064 aluminum alloy matrix obtained from refer-
enced data.26 The relationship between the acoustoelastic constant and the
percent SiC is seen to be approximately linear up to roughly 10% volume
fraction. Thereafter, the curve rapidly becomes nonlinear. The results
depicted in Figure 6.12 and Figure 6.13 are somewhat similar to the results
predicted by Equation 6.193 for harmonic generation in alloy material as a
function of volume fraction of second phase precipitates. This is not partic-
ularly surprising because according to Equation 6.129, the acoustoelastic
constant for isotropic solids is proportional to the acoustic nonlinearity
parameter for such solids. 

In general, for a given combination of stress, propagation, and polarization
directions, the relationship between the natural sound velocity and stress
may be obtained by integrating Equation 6.125 to get

(6.195)

where  is the natural velocity at zero stress. As suggested by
Equation 6.185, unknown stresses can be determined when both the natural
velocity in the absence of stress and the acoustoelastic constant are known
independently. This approach may be used as a practical method for deter-
mining applied and residual stresses in engineering materials. In principle,
one could even calculate the acoustoelastic constants from Equation 6.120,
Equation 6.121, and Equation 6.125 if the second- and third-order elastic
constants are known. Unfortunately, measurements of the third-order elastic
constants have been performed mostly on pure materials and some simple
alloys. Indeed, the technique mostly used for such measurements have been
that of determining the stress dependence of the natural velocity (i.e., the
acoustoelastic constant of the material). 

It is important to point out here that the measured velocity and stress-
dependent velocity changes in engineering materials depend strongly on
microstructural features that make it necessary to perform a calibration
between velocity and stress (i.e., determine the acoustoelastic constant) for
each material in order for the method to be used in the determination of
unknown stresses. Microhomogeneity, texture, and weak anisotropy of the
material, which are usually neglected in engineering applications of the
theory of elasticity, cannot be neglected in the applications of acoustoelas-
ticity. The third-order elastic constants for polycrystalline materials can differ
widely, even for alloys having only slightly different compositions. For struc-
tural aluminum of slightly different composition, differences as large as 50%
are observed.27

6.3.7 Harmonic Generation from Precipitate-Dislocation Interactions

The results of Section 6.3.5 are derived for the case of coarsened precipitates
and do not account for the effects of the interaction of precipitated second phases

W p W W H pp( ) = +0 0

W W0 0= ( )
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Fundamentals and Applications 421

with dislocations that occur naturally in the matrix of the alloy. Prior to
coarsening, the nucleation and growth of second-phase precipitates in metal-
lic alloys cause dislocations near the precipitates to bow under the action of
local precipitate-matrix coherency stresses as illustrated in Figure 6.14.28 The
coherency stresses produce measurable changes in the magnitude of the
acoustic nonlinearity parameters that allow a quantitative assessment of
precipitation kinetics, as we shall now show. 

For ease of calculation it is assumed that the precipitates are spherical,
elastically isotropic, and randomly distributed in the matrix. We assume that
the bowing of a given dislocation segment of length 2L0 involves three
precipitates such that the middle precipitate serves to bend the dislocation
segment relative to the two end pinning precipitates. For expediency the
three precipitates are assumed to be crudely collinear such that a distance
L0 separates adjacent precipitates. The fractional change in the acoustic non-
linearity parameter  resulting from the application of a stress s1 on a
pinned dislocation segment of length 2L0 is obtained from Equation 6.146 as

(6.196)

where  is the change in the nonlinearity parameter
resulting from the nucleation and growth of precipitates. It is assumed in
arriving at Equation 6.196 that prior to precipitation the material is stress
free, hence s1 = 0, and that nonzero values of s1 occur only as the result of
coherency stresses from precipitate-matrix misfit.

The radial stress s1 in the matrix at a radius r from a spherical precipitate
of radius r1 embedded in a finite body is given by21,29

(6.197)

FIGURE 6.14
Bowing of matrix dislocations resulting from the nucleation and growth of coherent precipitates.
(From Cantrell, J.H. and Yost, W.T., Appl. Phys. Lett., 77, 1952, 2000. With permission.) 
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422 Ultrasonic Nondestructive Evaluation

where d is the precipitate-matrix lattice misfit parameter. The misfit param-
eter is a measure of the amount of atomic spacing (lattice) mismatch at the
interface between two adjacent materials. We assume that a given dislocation
line roughly follows the contour of the minimum interaction energy between
adjacent precipitates and evaluate the stress s1 on the dislocation segment
at r = L0/2. Substituting Equation 6.197 into Equation 6.196 and evaluating
the resulting expression at r = L0/2 yields

(6.198)

Nucleation of a precipitate occurs when a cluster of solute atoms statisti-
cally attains a critical radius rcrit. The precipitate spacing L0 in a random
particle distribution is determined from the volume fraction of critical nuclei
fn as

(6.199)

According to Equation 6.197, the stress on a dislocation segment increases
as r1

3, where r1 is the radius of a growing precipitate. This radius can be related
to the volume fraction of precipitate growth by assuming that the volume of
growing precipitate Vg = (4p/3)( r1

3 - r3
crit). The volume fraction of precipitate

growth is given by fg = Vg/L0
3. Thus, from Equation 6.199, we obtain

(6.200)

Substituting Equation 6.199 and Equation 6.200 into Equation 6.198 yields

(6.201)

Equation 6.201 shows that the acoustic nonlinearity parameter decreases as
the volume fraction of critical nuclei increases, while the parameter increases
with precipitate growth. The opposing effects allow independent determi-
nations of precipitate nucleation and growth rates by curve fitting Equation
6.201 to measurements of the nonlinearity parameter taken as a function of
alloy heat treatment time. It is convenient to recast Equation 6.201 in terms
of heat treatment times. This is accomplished by noting that the time depen-
dencies of the volume fractions of critical nuclei and growing precipitates
may be written in the form
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(6.202)

where the subscripted i denotes either n for critical nuclei or g for growing
precipitates. The number of critical nuclei per unit volume N can be obtained
by noting that N = L0

-3 and writing from Equation 6.199 and Equation 6.202

(6.203)

where 

(6.204)

We consider an application of the above model to the assessment of S´
precipitation in aluminum alloy 2024 during artificial aging at 463 K (190∞C)
from the T4 to the T6 temper. Figure 6.15 shows a graph of the normalized
nonlinearity parameter, , plotted as a function of heat
treatment time.28 The experimental data, represented by the solid circles, are
normalized with respect to the value  of the T4 temper. The minimum in
the data corresponds to the point at which the contribution to  from the
growth of precipitates equals that from nucleation. 

The solid curve in Figure 6.15 is a Levenberg-Marquardt curve fit of Equa-
tion 6.201 using the functional form in Equation 6.202 for the appropriate
volume fractions. The curve fit yields the values fn

0 = 7.4 ¥ 10-7, kn = 7.1 ¥ 10-

10, and mn = 1.0 for precipitate nucleation. These values indicate a constant
nucleation rate of (dN/dt) = 5.4 ¥ 1015 m-3s-1 according to Equation 6.203 with
N0 = 3.4 ¥ 1020 m-3. The curve fit also yields the values fg

0 = 3.2 ¥ 10-2, kg =

FIGURE 6.15
Normalized acoustic nonlinearity parameter of AA2024 plotted as a function of heat treatment
time. (From Cantrell, J.H. and Yost, W.T., Appl. Phys. Lett., 77, 1952, 2000.  With permission.)
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3.2 ¥ 10-8, and mg = 2.2 for the growth of precipitates. The growth rate is
calculated from the fractional transformation parameter f defined as f = fg/
fg

max where fg
max is the volume fraction of precipitates at maximum growth.

Microscopical examination reveals that fg
max = 5%. Hence, a growth rate (s-1)

of (df/dt) = 2.4 ¥ 10-8 (t - 72)1.2 is calculated from Equation 6.202. These results
are consistent with that expected from rapid early growth of S¢ precipitates.
Generally, information on the kinetics of phase transformations in alloy
systems is obtained from time-sequenced electron microscopical examina-
tion and differential scanning microcalorimetry — a labor intensive process.
The present results show that acoustic harmonic generation is a useful, time-
saving tool that is complementary to the existing methodologies for the
characterization of precipitation processes in materials. 

6.3.8 Acoustic Nonlinearity from Cracks

The nonlinear interaction of sound waves with cracks or other contacting
interfaces has attracted much interest in recent years. Generally, the contact-
ing surfaces are modeled as free,30 partially clamped or clapping,31,32 or
ideally bonded.33,34 A model of contact nonlinearity for rough surfaces based
on a statistical distribution of asperity heights35 has been applied to cracks
with rough surfaces.36 We consider the application of the rough surface
model to a region of material containing a uniform distribution of cracks. 

Consider a boundless isotropic solid containing a uniform distribution of
thin penny-shaped cracks of radius R and surface area  in the manner
given by Nazarov and Sutin.36  A typical single crack is depicted in Figure
6.16. The coordinates  are fixed in the solid. The coordinate system  is
attached to the crack such that  is normal to the crack surface . The
coordinate  makes an angle f with the -coordinate. The projection
of  onto the -  plane makes the angle q with the  coordinate. Let
a longitudinal stress s33 = s act along the -coordinate axis. The stress s
produces a longitudinal stress s¢33 = s¢ normal to the crack surface given by

(6.205)

The stress s¢ produces a change in the crack volume DVcrk that results in
a crack-induced strain (displacement gradient)  in the solid
given by

(6.206)

where Ncrk(f,q) is the normalized crack distribution function (i.e., the number
of cracks per unit volume per unit solid angle). It is assumed that the
variation in crack volume DVcrk is dependent on the stress s¢ normal to the

S R= p 2

Xi ¢Xi

¢X3 S
¢X3 X3

¢X3 X1 X2 X2
X3

¢ =s s fcos2

( )du dcrk crk¢ = ¢33 e

d V N d dcrk crk crk¢ =e f f q f f qD ( ) ( , )sin
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crack surface as  where F is some function. For small variations
we may expand DVcrk in a Taylor series as

(6.207)

where a¢ and b¢ are the second- and third-order elastic crack coefficients.
The strain  in the  coordinate frame may be express as  in the

coordinate frame according to the transformation 

(6.208)

Integrating Equation 6.208 over all cracks in the solid and substituting
Equation 6.205 into the resulting expression yields

(6.209)

for the strain due to all cracks. The total strain . In order to
emphasize the nonlinear contribution of the crack to the stress-strain rela-
tionship, we consider only the linear contribution from the lattice and write

. Thus, from Equation 6.209 we obtain

(6.210)

FIGURE 6.16
Coordinate system for a single penny-shaped crack.
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where

(6.211)

and

(6.212)

From Equation 6.210) we obtain

 

(6.213)

where 

(6.214)

is the acoustic nonlinearity parameter for cracks. For a uniform, completely
random distribution of cracks Ncrk(f,q) = N0

crk/2p where N0
crk = constant. For

such a case g1 = a¢ N0
crk/5 and g2 = b¢ N0

crk/14, and bcrk = (b¢N0
crk/7)[1 + (a¢N0

crk/
5)]-2. For sufficiently small crack densities bcrk ª (b¢N0

crk/7). A comparison of
experimental measurements of materials with and without cracks allows a
determination of bcrk. Equation 6.214 may then be used to compare the
experimental measurements with analytical crack models. We now consider
one such model. 

It is assumed that the penny-shaped crack is composed of two rough
surfaces, each of area , pressed together in contact from internal
stresses from solid material surrounding the crack. The points of contact are
dependent on the relative profiles of the contacting surfaces. For analytical
expediency the points of contact of the two rough surfaces may be replaced
by the points of contact resulting from a plane, rigid surface in contact with
a surface having the relative profile of the two rough surfaces prior to contact,
as illustrated in Figure 6.17. The plane, rigid surface is denoted by the dotted
line. The relative profile is characterized by a distribution function W(hasp)
of asperities where the height of the asperity hasp is measured from some
middle or mean reference line, also shown in Figure 6.17. Hence, W(hasp)dhasp
is the number of asperities having a height between hasp and hasp + dhasp per
unit area of crack surface area measured from the mean reference line. The
tops of the asperities are assumed to have one of three possible shapes: (a)
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a hemisphere of radius r1; (b) an obtuse cone with apex angle 2y; or (c) a
cylinder of radius r1. 

When the asperities in the relative profile surface make contact with the
rigid, plane surface under an applied stress sappl, the tops of the asperities
are compressed and become planar (i.e., flatten). If the distance between the
middle line and the plane surface is ds under the applied stress sappl, then all
asperities for which hasp > ds will be flattened. The force required to flatten a
given asperity depends on the shape of the asperity and the asperity dis-
placement dasp = hasp - ds. The force f necessary to flatten a single asperity is: (a)
f = (2E/3)(1 - n2)-1(r1dasp/2)1/2 for the hemisphere, (b) f = (pE/2)(1 - n2)-1 d2

asp
tany for the cone, and (c) f = 2E(1 - n2)-1r1dasp for the cylinder. E is Young’s
modulus. 

In equilibrium the applied stress sappl is balanced by the reactive stress of
the asperities sasp such that

(6.215)

The reactive stress sasp resulting collectively from the asperities is then

(6.216)

A commonly used distribution function for cracks is 

(6.217)

where n is the number of asperities in a single crack and hs = 21/2h0 where
h0 is the characteristic height of the asperities. Substituting Equation 6.217
into Equation 6.216 yields

(6.218)

where (a) H1 = (8p)-1/2hs
3/2r1

1/2R-2E(1 - n 2)-1 for hemispherical asperities; (b)
H1 = hs

2R-2E(1 - n2)-1 for conical asperities; and (c) H1 = 2p-1hsr1R
_2E(1 - n2) -1

for cylindrical asperities.
It is assumed that the applied stress is the sum of an internal stress in the

material applied normally to the crack surface that tends to close the crack

FIGURE 6.17
Illustration of a rough (relative profile) surface
in contact with a plane, rigid surface.
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and a perturbative stress s¢ resulting, for example, from an acoustic wave.
Thus, 

(6.219)

We now consider an estimate of smat. 
For a plane crack (i.e., no asperities) the normal displacement ucrk(r) of

surfaces in response to a stress s open, tending to open the crack, is 

(6.220)

where r is the radial coordinate in the plane of the crack. The volume of the
crack Vcrk is obtained from Equation 6.220 to be

(6.221)

If it is assumed that Equation 6.221 also holds for rough cracks under the
stress smat = -sopen tending to close the crack, and that Vcrk = pR2ds, then from
Equation 6.221 we obtain

(6.222)

Equation 6.215, Equation 6.218, Equation 6.219, and Equation 6.222 provide
that in the absence of a perturbative stress (i.e., s¢ = 0), the condition of
equilibrium yields

(6.223)

where (ds)0 is the equilibrium distance between the middle line and the plane
surface.

In the presence of a perturbative stress s¢ the equilibrium conditions are

(6.224)

Substituting Equation 6.218 and Equation 6.222 into Equation 6.224 and
expansion of the resulting expression in a power series about (ds)0 yields 

(6.225)
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where

(6.226)

Solving Equation 6.225 for [ds - (ds)0] and substituting the resulting expres-
sion into the expression DVcrk = pR2[ds – (ds)0] for the change in crack volume
yields 

(6.227)

Comparing Equation 6.227 with Equation 6.207 yields the relationship between
the elastic crack coefficients (a¢ and b¢) and the crack model parameters as

(6.228)

and

(6.229)

Example Problem 4

What is the acoustic nonlinearity parameter from cracks for a material
having a relatively small crack density of 3 ¥ 107 m-3, a crack radius of
10-3 m, a crack equilibrium separation of 3 ¥10-8 m between the asperity
middle line and the plane surface, a characteristic asperity height of
10-8 m, and a Poission’s ratio of 0.25?

SOLUTION

For these parameters Equation 6.228 yields a¢ = 1.2 ¥ 10-9 m3 and Equation
6.229) yields b¢ = 3.7 ¥ 10-5 m3. Substituting these values of a¢ and b¢ into
Equation 6.214 gives bcrk ª 156.

A comparison of these results to the typical lattice contribution to the
acoustic nonlinearity parameter is given in Table 6.3 reveals that even in the
presence of relatively small crack densities the contribution of cracks to the
acoustic nonlinearity parameter can be orders of magnitude larger than the
lattice contribution. 
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6.4 General Measurement Considerations and Conclusion

The emphasis of the present chapter has been on the development of the
fundamental principles that link bulk wave nonlinear ultrasonic measure-
ments to the physical origin of many of the most common material nonlin-
earities. The development generally has been performed assuming an infinite
or semi-infinite material to emphasis on the physical basis of the nonlinearity
without regard to a specific measurement methodology or technique. The
choice of measurement method is to some extent a matter of preference or
experience, but the physical dimensions, ultrasonic attenuation, and acces-
sibility of the material to be measured often place limitations on the choice
of technique to be used. The most common measurement techniques both
for finite amplitude measurements and for acoustoelastic measurements use
either toneburst or continuous wave approaches. Page limitations prevent a
detailed discussion of the techniques reported in the literature. However, a
brief discussion of the salient features of the general methodologies with
appropriate references, some of which are reviews, is presented. 

Toneburst techniques37–39 employ the injection of narrowband pulses (usu-
ally from a gated continuous wave source) into the material by means of a
piezoelectric element (transducer) bonded to the surface of the material to
be measured. The determination of the nonlinearity parameter using finite
amplitude measurements is made from absolute measurements of the ampli-
tudes of the fundamental and harmonically generated signals. The most
commonly used transducer materials for such measurements are lithium
niobate and quartz because of their relatively low harmonic distortion, an
essential feature for such measurements. Detection of finite amplitude sig-
nals are most often made using capacitive (electrostatic ultrasonic) transduc-
ers,37,38,42,43 calibrated piezoelectric transducers,40,41 and to a lesser extent laser
interferometry.43,44 Tonebrurst approaches are also used in acoustoelastic
measurements where variations of the sound velocity are measured as a
function of the stress applied to the material.44,45 

Continuous wave approaches utilize resonance conditions within the
bounded material established by the injection of a continuous wave from
a transducer attached to the surface. For acoustoelastic measurements con-
tinuous wave techniques take maximum advantage of sensitivity enhance-
ment resulting from the superposition of waveforms reflected from the
bounding surfaces.45 A variation of the amplitude of the superposed wave-
forms also leads to resonant frequency shifts that may be used to assess
material nonlinearity parameters.45,46 Several variations of the continuous
wave approach have emerged that utilize dual frequency modulation tech-
niques.46 Finally, progress in understanding the propagation of nonlinear
surface acoustic  waves47,48 has supported the development of correspond-
ing measurement techniques46 for the determination of surface and near-
surface nonlinearities.
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7.1 Introduction

 

Laser ultrasonics deals with the generation and detection of ultrasound in
a solid, liquid, or gaseous medium using laser light. Typically, the tech-
nique uses modulated laser irradiation to induce ultrasound by either
ablating the medium or using rapid thermal expansion. The resulting
ultrasonic wave packets are also typically measured using optical probes.
Laser ultrasonics therefore provides a noncontact way of carrying out
ultrasonic interrogation of a medium to provide information about its
properties.

Laser ultrasonic measurement systems are particularly attractive to non-
destructive structural and materials characterization of solids because: 

1. They are noncontact, leading to increased speed of inspection.
2. They can be nondestructive if the optical power is kept sufficiently

small.
3. They can be used for 

 

in situ

 

 measurements in an industrial setting.
4. They are couplant independent (unlike contact acoustic microscopy

techniques), providing absolute measurements of ultrasonic wave
displacements.

5. They have a very small footprint and can be operated on curved
complex surfaces.

6. They are broadband systems providing information from the kHz
to the GHz range, enabling the probing of macrostructures to very
thin films.
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Laser ultrasonics does have its drawbacks. In particular, optical detection
techniques generally offer lower sensitivity than contact piezoelectric trans-
ducers. Laser ultrasonic systems are also relatively more expensive than
other conventional ultrasonic techniques. Laser ultrasonic techniques are of
interest only for certain special applications.

In this chapter, the basics of laser ultrasonics primarily as they relate to
nondestructive characterization of solid materials are discussed. In Section
7.2, the basic process of laser generation of ultrasound is briefly described.
The major techniques of optical detection of ultrasound are then addressed
in Section 7.3. Section 7.4 is devoted to recent applications of laser ultrasonics.
It must be mentioned that this chapter is not intended to be a comprehensive
review of laser ultrasonics. Rather, the focus here is to describe the basic
principles involved and to provide illustrative applications that take specific
advantage of some of the unique features of the technique. For a more
comprehensive discussion of the principles of laser ultrasonics, the reader
is referred to the books by Scruby and Drain (1990) and Gusev and Karabutov
(1993), as well as several excellent review articles on laser generation of
ultrasound (Hutchins, 1988) and optical detection of ultrasound (Monchalin,
1986; Wagner, 1990; and Dewhurst and Shan, 1999). 

 

7.2 Laser Generation of Ultrasound

 

Laser generation of ultrasound was first demonstrated by White (1963). Since
then, lasers have been used to generate ultrasound in solids, liquids, and
gases for a number of applications. A comprehensive review of laser gener-
ation of ultrasound is given in Hutchins (1988) and Scruby and Drain (1990).
Here we will restrict attention to the generation of ultrasound in solids using
pulsed lasers.

 

7.2.1 Generation Mechanisms

 

The dominant mechanisms involved in laser generation of ultrasound in a
solid are easy to outline. A pulsed laser beam impinges on a material and
is partially absorbed by it. The optical power that is absorbed by the material
is converted to heat, leading to rapid localized temperature increase. This
results in rapid thermal expansion of a local region, which leads to generation
of ultrasound into the medium. If the optical power is kept sufficiently low
enough that the material does not melt and ablate, the generation regime is
called thermoelastic (see Figure 7.1a). If the optical power is high enough to
lead to melting of the material and plasma formation, once again ultrasound
is generated, but in this case via momentum transfer due to material ejection
(see Figure 7.1b). The ablative regime of generation is typically not acceptable
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for nondestructive characterization of materials. However, it is useful in some
process-monitoring applications, especially since it produces strong bulk wave
generation normal to the surface. In some cases where a strong ultrasonic
signal is needed but ablation is unacceptable, a sacrificial layer (typically a
coating or a fluid) is used either unconstrained on the surface of the test
medium or constrained between the medium and an optically transparent
plate. The sacrificial layer is then ablated by the laser, again leading to strong
ultrasound generation in the medium due to momentum transfer.

It is important to characterize the ultrasound generated by laser heating
of a material in order to determine the amplitude, frequency content, and
directivity of the ultrasound generated. If the material ablates, the ultrasound
that results from momentum transfer can be modeled as arising from a
normal impulsive force applied to the surface. Analytical solutions to this
problem can be obtained by appropriate temporal and spatial convolution
of the elastodynamic solution for a point impulsive force on a half-space
(Achenbach, 1973). Recently, a complete model of ultrasound generation in
the ablative regime was given by Murray et al. (1999). As ablative generation
is typically not used in nondestructive evaluation, we will not explore this
further here.

For thermoelastic generation on materials such as metals where the optical
energy is absorbed in a very thin layer on the surface, Scruby et al. (1980)
have argued that the relevant elastodynamic problem is that of shear dipoles
acting on the surface of the body. Their argument was based on the consid-
eration that a point expansion source in the interior of a solid can be
modeled as three mutually orthogonal dipoles (Achenbach, 1973), and this
degenerates into a pair of orthogonal dipoles as the expansion source moves
to a free surface (see Figure 7.1a). This approach was given a rigorous basis
in the form of a surface center of expansion (SCOE) model proposed by
Rose (1984). A full thermoelastic model was subsequently developed by
McDonald (1989) and further developed by Spicer (1991). This model pre-

 

FIGURE 7.1

 

Laser generation of ultrasound in (a) thermoelastic regime and (b) ablative regime. 
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dicts all the major features that have been observed in thermoelastic gen-
eration, and we will consider it in greater detail.

 

7.2.2 Thermoelastic Generation of Ultrasound

 

For simplicity a fully decoupled linear analysis for homogeneous, isotropic
materials is considered. The basic problem of thermoelastic generation of
ultrasound can be decomposed into three subproblems: (1) electromagnetic
energy absorption by the medium, (2) the consequent thermal diffusion
problem with heat sources (due to the electromagnetic energy absorbed), (3)
the resulting elastodynamic problem with volumetric sources (due to ther-
mal expansion). The analysis is 

 

decoupled

 

 and 

 

linear

 

 in that electromagnetic
energy absorption is assumed not to change the thermal, elastic, or electro-
magnetic properties; the temperature increase is assumed not to change the
elastic, electromagnetic, or thermal properties; and the mechanical deforma-
tion is assumed not to alter the thermal profile of the material.

The optical energy that is absorbed depends on the wavelength of the laser
light and the properties of the absorbing material. The optical intensity
variation with depth inside an absorbing medium that is illuminated by a
light beam at normal incidence (see Figure 7.1) is given by an exponential
decay relation

 

(7.1)

 

where is the incident intensity distribution at the surface (which
is a function of the laser parameters) and 

 

g

 

 is an absorption coefficient
characteristic of the material for the given wavelength of light. For most
metallic materials, the absorption coefficient is high enough that the optical
energy does not penetrate very much into the material. The optical penetra-
tion depth defined as 1/

 

g

 

 is on the order of a few nanometers for most metals
over the optical wavelengths typically used for laser generation of ultra-
sound. The wavelength of the ultrasound generated using typical nanosec-
ond laser pulses is much larger than this, and therefore the surface shear
dipole model of Scruby et al. (1980) is appropriate in this case. For polymeric
materials such as epoxy or for semiconductor materials, the optical penetra-
tion depth can be much larger, and the problem has to be treated as one of
volumetric expansion sources distributed into the bulk of the material.

The optical energy absorbed by the material leads to a distributed heat
source in the material given by

 

(7.2)

 

where 

 

q

 

o

 

 

 

is proportional to 

 

I

 

o

 

 and has the same spatial and temporal charac-
teristics as the incident laser source. The corresponding thermal problem is
then solved for the given thermal source distribution using the equations of

I x x x t I x x t xo( , , , ) ( , , )exp[ ]1 2 3 1 2 3= -g

I x x to( , , )1 2

q x x x t q x x t xo( , , , ) ( , , ) exp[ ]1 2 3 1 2 3= -g g
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heat conduction. For numerical convenience, McDonald (1989) and Spicer
(1991) use the hyperbolic heat conduction equation

 

(7.3)

 

where 

 

T

 

 is the temperature, 

 

r

 

 is the material density, 

 

C

 

 is heat capacity, 

 

k

 

 is
the thermal diffusivity, and 

 

c

 

th

 

 

 

is the thermal wave speed usually taken as
equal to the longitudinal wave speed. It has been argued that the hyperbolic
heat conduction considerably simplifies the numerical calculations and, for
the ultrasonic time scales of interest, it provides essentially indistinguishable
results from those obtained using the more classical parabolic heat conduc-
tion equation. The necessary thermal boundary conditions arise from the
fact that there is no heat flux across the surface, and initially the medium is
at uniform temperature.

The temperature distribution can be calculated for a given laser source
and material by solving the heat conduction equation (Equation 7.3). For
insulators, heat conduction may be neglected and the resulting adiabatic
temperature rise is readily obtained by setting  in this equation. For
most metals, heat diffusion can be significant and needs to be taken into
account by solving the full heat conduction equation.

The temperature rise from the laser energy absorbed leads to a volumetric
expansion source given by

 

(7.4)

 

where 

 

a

 

T

 

 is the coefficient of linear thermal expansion, and 

 

l

 

 and 

 

m

 

 are the
Lame elastic constants of the material. The elastodynamic equations in terms
of the scalar and vector displacement potentials, including the volumetric
expansion source, then becomes

 

(7.5)

 

where 

 

f

 

 and 

 

y

 

 are the scalar and vector potentials respectively; and 

 

c

 

P

 

 and 

 

c

 

S

 

are the longitudinal and shear wave speeds of the material, respectively; and
superposed dot indicates time differentiation. The above elastodynamic equa-
tions need to be solved along with the boundary conditions that the surface
tractions vanish. The elastic displacement field 

 

u

 

 is then obtained from

 

(7.6)
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Given the laser source parameters, the resulting temperature and elastody-
namic fields are obtained from the above system of equations using trans-
form techniques (McDonald, 1989; Spicer, 1991). The heat conduction and
the elastodynamic equations are transformed using one-sided Laplace trans-
form in time, and either a Fourier (for a line source) or Hankel (for a point
source) transform in space. Closed-form solutions can be obtained analyti-
cally in the transformed domain and numerically inverted back into the
physical domain (McDonald, 1989; Spicer, 1991; Arias, 2003).

If the optical penetration depth is very small (i.e., ), and the laser
beam is assumed to be focused into an infinitely long line along the 

 

x

 

1

 

-
direction, with a delta function temporal dependence, the resulting heat
source simplifies to

 

(7.7)

 

where 

 

Q

 

o

 

 is the strength of the heat source proportional to the laser energy
input. If thermal diffusion is also neglected, the resulting simplified problem
can be explicitly solved (McDonald, 1989; Arias, 2003). It is then possible to
obtain the corresponding in-plane stresses (Arias, 2003)

 

(7.8)

 

where prime indicates differentiation with respect to the argument, and 

 

H

 

(

 

t

 

)
is the Heaviside step function. The above indicates that the shear dipole
model of Scruby et al. (1980) is indeed valid in this limit of no thermal
diffusion and no optical penetration. The dipole magnitude 

 

D

 

 is given by
(Arias, 2003)

 

(7.9)

 

Solutions to the more general case where the temporal and spatial charac-
teristics are more typical of real laser pulses can be readily obtained from
the above solution using a convolution over space and time. If optical pen-
etration depth is significant or if thermal diffusion is important, solutions to
the complete system of equations will have to be obtained numerically
(Spicer, 1991; Arias, 2003).

 

7.2.2.1 Directivity of Bulk Wave Generation

 

Figure 7.2 shows the surface normal displacement at the epicentral location
generated by a point-focused thermoelastic source and measured using a
homodyne interferometer (described in Section 7.3). The arrival of a longi-
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tudinal wave is distinctly seen, followed by a slowly increasing wash, until
the shear wave arrives. The initial positive going precursor pulse has been
attributed to thermal diffusion, and should disappear in the limit that dif-
fusion is neglected (Doyle, 1986). 

The directivity (i.e., the wave amplitude at different angles to the surface
normal) of longitudinal and shear waves generated by a thermoelastic source
has been calculated theoretically and measured experimentally by a number
of researchers (Scruby and Drain, 1990). The longitudinal and shear wave
directivity using a shear dipole model for the thermoelastic laser source has
been obtained using a mass-spring lattice elastodynamic calculation (Sohn
and Krishnaswamy, 2003). These are shown in Figure 7.3. It is seen that for
thermoelastic generation, longitudinal waves are most efficiently generated
in directions that are at an angle to the surface normal. Epicentral longitu-
dinal waves are much weaker. These are consistent with the results of other
models and experiments (Hutchins et al., 1981). The exception is that some
of the theoretical models do not predict the surface-skimming longitudinal
waves along the surface that are observed in the experiments. 

 

7.2.2.2 Rayleigh Wave Generation

 

Rayleigh waves that propagate on the surface of a thick solid are widely
used in ultrasonic nondestructive characterization of structures (Viktorov,
1967). Thermoelastic generation of Rayleigh waves has therefore been exten-
sively studied (Scruby and Drain, 1990). Figure 7.4a shows the theoretically
calculated surface displacements in the far field of a thermoelastic point
source. A strong bipolar Rayleigh wave is seen to be generated by the ther-
moelastic source. Shown in Figure 7.4b are measurements of the far-field
surface normal displacement made using a homodyne inteferometer (dis-
cussed in Section 7.3). If the laser source is a line source rather than a point-

 

FIGURE 7.2

 

Experimentally measured epicentral surface normal displacement.
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focused source, the Rayleigh wave becomes a monopolar pulse as shown both
theoretically and experimentally in Figure 7.5 (Sohn and Krishnaswamy, 2003).

 

7.2.2.3 Lamb Wave Generation

 

It is well known from Lamb wave theory that ultrasonic wave propagation in
a plate consists of different propagating guided wave modes that are disper-
sive (Viktorov, 1967; Achenbach, 1973). Thermoelastic Lamb wave generation
in thin plates has been experimentally studied by Dewhurst et al. (1987),
and has been modeled by Spicer et al. (1990). Figure 7.6 shows the Lamb
waves that are generated by a single thermoelastic line source on a thin
aluminum plate. The detection system used was a broadband multiplexed

 

FIGURE 7.3

 

Calculated directivity pattern of thermoelastic laser generated ultrasound: (a) longitudinal
waves, (b) shear waves. (From Sohn, Y. and Krishnaswamy, S., personal communication, 2003.
With permission.)

0

180

150

120

90

60

30

0

Laser Source

(a)

90

120

150

180

30

60

Laser Source

(b)

 

1462.book  Page 443  Monday, December 1, 2003  3:06 PM

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



 

444

 

Ultrasonic Nondestructive Evaluation

 

two-wave mixing interferometer (Section 7.3). The figure shows the surface
ultrasonic displacement at different source-to-receiver distances, demon-
strating the dispersive nature of the wave propagation.

 

7.2.2.4 Guided-Wave Generation in Multilayered Structures

 

Thermoelastic generation of ultrasound on multilayered structures has also
been demonstrated, motivated by potential applications to the characteriza-
tion of coatings. In these cases, again the various guided modes are generally
dispersive. Murray and Wagner (1999) have performed comparisons of
theoretical and experimental signals in layered structures on a substrate.
High frequency ultrasonic guided waves were generated with a miniature
Nd:YAG laser with a 1-nsec pulse width and 3 

 

m

 

J per pulse, focused down
to a point source of about 40 

 

m

 

m diameter (Figure 7.7). Figure 7.7b shows
the ultrasonic surface displacements measured using a broadband stabilized
Michelson interferometer (described in Section 7.3) at a distance of 1.5 mm

 

FIGURE 7.4

 

Rayleigh wave generation: (a) Theoretical calculations of the surface normal (solid) and hori-
zontal (dotted) displacements, (b) experimental results for surface normal displacements. (From
Sohn, Y. and Krishnaswamy, S., personal communication, 2003. With permission.)
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from the laser source. The specimen was a 2.2-

 

m

 

m Ti coating on aluminum.
Also, shown in Figure 7.7c are the theoretically expected signals using the
thermoelastic model described above appropriately extended for the two-
layer case. It is seen that the thermoelastic model adequately captures the
experimental behavior.

 

7.2.2.5 Array of Sources

 

Several systems have been demonstrated for the generation of ultrasound
at an array of points or lines on a test object. The development of these
systems has been primarily motivated by the fact that the maximum ultra-

 

FIGURE 7.5

 

Surface normal displacement showing monopolar Rayleigh wave from a thermoelastic line
source: (a) theoretical, (b) experimental (From Sohn et al., 2003).
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sonic signal amplitude that can be generated by a single laser source is
limited by the damage threshold of the material under inspection. By dis-
tributing the laser energy in both time and space, the generated acoustic
signals can be focused at the desired location, the acoustic signal bandwidth
can be narrowed, and the signal-to-noise ratio (SNR) of laser ultrasonic
systems can be improved. Techniques developed to create laser pulses that
are spatially and temporally modulated for use in laser ultrasonic phased
array generation systems include multiple laser heads (Noroy et al., 1993;
Murray et al., 1996), optical fiber arrays (Yang et al., 1993), and free space
optical delay lines based on a White cell configuration (Steckenrider et al.,
1995). Systems such as these require the ability to pulse the different array
elements at different times. As these systems are either very expensive or
do not provide sufficient flexibility for timing the pulses, they have remained
primarily laboratory devices.

Array generation of surface acoustic waves in blocks, plates, and layered
media has met with greater success because they only require a spatial
distribution of the laser generation source. A number of schemes have been
proposed for generating narrowband surface acoustic waves. These include
using illumination through periodic surface masks (Royer et al., 1984), repet-
itive illumination by a lenticular array (Wagner et al., 1990), optical-fiber-guided
laser arrays (Jarzynski et al., 1989), and holographic diffraction gratings
(Huang et al., 1992). In all these cases, the generating laser source is a periodic
array of spacing ‘d’. The wave number of the waves that will constructively
build up at any point on the surface is determined by the spacing ‘d’. 

 

FIGURE 7.6

 

Thermoelastically generated Lamb waves in a thin aluminum plate. The surface normal dis-
placements at several distances from the generating source are shown.

R
el

at
iv

e 
A

m
pl

itu
de

Time (µs)

0 5 10 15 20 25 30

 

1462.book  Page 446  Monday, December 1, 2003  3:06 PM

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



 

Theory and Applications of Laser-Ultrasonic Techniques

 

447

The scheme of  Huang et al. (1992) is shown in Figure 7.8a. A line array
of essentially identical laser pulses is formed by line-focusing an Nd:YAG
laser beam using cylindrical lenses, and then diffracting the line beam into
an array of lines using a holographic diffraction grating, prior to focusing
on the specimen. By adjusting the spacing and line width of the array, a
tone-burst-like acoustic wave of the desired frequency can be generated. The

 

FIGURE 7.7

 

(a) Schematic of thermoelastic generation on a 2.2-

 

m

 

m Ti thin film coating on an aluminum
substrate. Surface normal displacement at a distance of 1.5 mm.(b) measured experimental and
(c) predicted by the theoretical model.
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signal detected using a broadband heterodyne interferometer (see Section
7.3) and its spectrum are shown in Figure 7.8b and Figure 7.8c. Also shown
in Figure 7.8c is the spectrum of the broadband signal generated by a single
line of zeroth order from the line array. It can be seen that a significant
bandwidth reduction has been achieved. This method allows for tuning the
surface acoustic wave (SAW) frequency by varying the line spacing and line
width by adjusting the distances between the lenses and the specimen.

To provide narrowband generation at very high frequencies (needed for
testing thin films and coatings), the wave number and the array spacing has
to be very small. In this case, a simpler approach is to create an optical
intensity grating by interfering two crossed laser beams both obtained from
the same generating laser source (Nelson et al., 1982). Figure 7.9a shows a
schematic of the setup. In this case, the interference grating pitch determines
the wave number and is given by the wavelength of the generating laser
and the angle between the crossed beams. The latter can be adjusted to
provide tunable narrowband generation. Figure 7.9b and Figure 7.9c show
the surface ultrasonic displacement and its spectrum as measured by a
balanced broadband homodyne interferometer (see Section 7.3).

 

7.2.3 Types of Lasers Used for Generation

 

Selecting the type of laser to use depends on the material in which the ultrasound
is to be generated, and the desired frequency content of the ultrasound. The
main parameters of the generating laser are its wavelength, energy, pulse dura-
tion, and repetition rate. The repeti tion rate is important for speed of testing.
The pulse duration plays a significant role in the frequency content of the ultra-
sound generated (other parameters such as spatial extent also affect the fre-
quency content). A modulated continuous wave laser is possibly adequate for
low-frequency (order of tens of kHz) generation. Typically, laser pulses on the
order of 10 nsec are used for generation of ultrasound in the order of 10-Mhz
frequency range. For even higher frequencies, pulse widths on the order of 100
psec (resulting in ultrasound in the order of 100-MHz frequency range) or even
femtosecond (for GHz range) laser systems may be necessary.

The optical power depends on the material to be tested and whether laser
damage is acceptable or not. Lasers with optical power ranging from nano-
joules to microjoules to several hundred millijoules have all been used to
produce ultrasound in structures. 

Finally, the choice of laser wavelength primarily depends on the material
absorption. Laser wavelengths ranging from the ultraviolet to the infrared
and higher have been used for laser generation of ultrasound.

 

7.3 Optical Detection of Ultrasound

 

Optical detection of ultrasound is attractive because it is noncontact, with
high detection bandwidth (unlike resonant PZT transducers), and it can
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FIGURE 7.8

 

(a) Schematic of a laser ultrasonic system for narrowband generation of surface acoustic 
waves. (b) Narrowband signal and (c) its spectra (solid line). Also shown is the spectrum of 
the Rayleigh wave generated by a single line source (as measured: dots; smoothed and scaled: 
dashed line).

Nd: YAG Laser

Diverging
Cylindrical
Lens

Focusing
Lens

Diffraction
Grating

Digital
Oscilloscope

Phase
demodulator 

A
lu

m
in

um
 B

lo
ck

Heterodyne Laser
Interferometer

Computer

(a)

7 9 11

1

0 2 4 6 8

N
or

m
al

iz
ed

 D
is

pl
ac

em
en

t

Optimized Surface Wave Tone-Burst
1

0.5

0

−0.5

−1

Spectrum of the Optimized Generation

Time (us)

(b)

135

1.25

0.75

0.5

0.25

0

N
or

m
al

iz
ed

 A
m

pl
itu

de

10

Frequency (MHz)

(c)

 

1462.book  Page 449  Monday, December 1, 2003  3:06 PM

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



 

450

 

Ultrasonic Nondestructive Evaluation

 

provide absolute measurement of the ultrasonic signal. Optical detection
sensitivity is at least an order of magnitude poorer than contact transducers,
especially on objects that scatter light diffusively. Much of the recent work
in laser ultrasonics has therefore been devoted toward improving the sensi-
tivity of optical detection (Monchalin, 1986; Wagner, 1990; and Dewhurst
and Shan, 1999). In this section, the ways in which ultrasonic signal infor-
mation can be encoded onto a light beam are first described, followed by a

 

FIGURE 7.9

 

Crossed beam interference for narrowband generation of high frequency surface acoustic waves.
Time-domain signal of a narrowband surface acoustic wave on a thin film. Spectrum of the
narrowband surface acoustic wave showing high-frequency generation.
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discussion of some of the more common methods of demodulating the
encoded information using optical interferometry.

 

7.3.1 Encoding of Ultrasound Information onto an Optical Beam 

 

To optically monitor ultrasound, a light beam should be made to interact
with the object undergoing such motion. Interaction of acoustic waves and
light waves in transparent media has a long history (see for instance Fleury,
1970) and will not be reviewed here. Attention will be confined here to
opaque solids that either reflect or scatter light. In this case, the light beam
can only be used to monitor the 

 

surface 

 

motion associated with the ultrasound. 
Typically laser beams are used as the optical source, and these can provide

monochromatic, linearly polarized, plane light beams. The electric field of
such beams can be expressed as

 

(7.10)

 

where E is the electric field of amplitude a, frequency , and phase f. It
is important to note that extant photodetectors cannot directly track the
optical phase (the optical frequency  is just too high), and as such only
the optical intensity (proportional to P = EE* = a2, where * represents the
complex conjugate) can be directly measured. 

There are a number of ways in which ultrasound can affect the light beam.
These can be broadly classified into intensity-modulated techniques and
phase- (or frequency-) modulated techniques. 

7.3.1.1 Intensity Modulation Induced by Ultrasound

The intensity of the reflected light beam can change due to ultrasound-
induced changes in the refractive index of the medium, and this can be
monitored directly using a photodetector. Though these changes are typically
very small for most materials, this method has been used successfully in
picosecond ultrasonics (Grahn et al., 1989) to measure the properties of thin
films (Thompsen et al., 1985) and nanostructures (Antonelli et al., 2002).
Another intensity-based technique utilizes the surface tilt associated with
ultrasonic motion (Adler et al., 1967). The probe light beam is tightly focused
onto an optically reflective object surface. A partial aperture (usually called
a knife-edge in this context) is placed behind a recollimating lens located in
the path of the reflected beam prior to being focused onto a photodetector.
The reflected light beam will undergo a slight tilt because of the ultrasonic
displacement. This action will cause varying portions of light to be blocked
by the knife-edge, resulting in an intensity change at the photodetector. A
third class of intensity-based techniques is applicable to continuous or tone-
burst SAW packets of known frequency and velocity. In this case, the ultra-
sonic surface displacement acts like a surface diffraction grating, and an

E a j topt= -exp[ ( )]w f

wopt

wopt
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incident plane light beam will undergo diffraction in the presence of the
SAW wave packet. A photodetector placed in the direction of either of the
two expected diffracted first-order beams can be used to monitor the SAW
wave packet (Lean et al., 1970). Recently, diffraction detection has been used
to measure the mechanical properties of thin films (Rogers, 2000). In general,
intensity-modulated techniques are typically less sensitive than phase- (or
frequency-) modulated techniques. As such, their use in nondestructive char-
acterization has been limited. The reader is referred to the review papers of
Monchalin (1986) and Wagner (1990) for further information on intensity-
modulated techniques.

7.3.1.2 Phase or Frequency Modulation Induced by Ultrasound

Ultrasonic motion on the surface of a body also affects the phase or frequency
of the reflected or scattered light. For simplicity, consider an object surface
illuminated at normal incidence by a light beam as shown in Figure 7.10.
Let the surface normal displacement at the point of measurement be u(t) due
to ultrasonic motion, where t is time. We shall assume that the surface tilt
is not so large that the reflected optical beam is tilted significantly away. The
object surface displacement just changes the phase of the light by causing a
change in the path length (equal to twice the ultrasonic normal displacement)
that the light has to travel. In the presence of ultrasonic displacement, the
electric field can therefore be expressed as

(7.11)

where  is the optical wave number,  is the optical wavelength,
and  is the optical phase (from some common reference point) in the
absence of ultrasound. 

For time-varying phase modulation such as caused by an ultrasonic wave
packet, it is also possible to view the optical interaction with the surface
motion as an instantaneous doppler shift in optical frequency. To see this,
note that Equation 7.11 can be equivalently written in terms of the surface
velocity V(t) =  as

(7.12)

where the instantaneous optical frequency is now given by

(7.13) 
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where c is the speed of light. The surface velocity associated with the ultra-
sonic motion therefore leads to a frequency shift of the optical beam.

7.3.2 Optical Interferometry 

The phase of a single optical beam cannot be measured directly since the
optical frequency is too high to be monitored directly by any extant pho-
todetector. Therefore, a demodulation scheme has to be used to retrieve
phase-encoded information. There are a number of optical interferometers
that perform this demodulation (see Malacara [1992] for a general discussion
on optical interferometry). Here we will only consider some of the more
common systems that have found application in laser ultrasonics. 

7.3.2.1 Reference Beam Interferometers

In this class of interferometers, the optical signal beam from the object is
mixed with a separate planar reference beam. As such, they perform best on
an optically mirror-polished surface.

7.3.2.1.1 Two-Beam Homodyne Interferometers

The simplest optical interferometer is the two-beam Michelson setup shown
in Figure 7.11. The output from a laser is split into two at a beam splitter;
one of the beams is sent to the test object, and the other is sent to a reference
mirror. Upon reflection, the two beams are recombined parallel to each other
and made to interfere at the photodetector. The electric fields at the photo-
detector plane can be written as

(7.14)

(7.15)

FIGURE 7.10
Phase modulation of light due to ultrasonic displacement.

u(x1, x2, t )
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where (i = R, S) refer to the reference and signal beams, respectively. Here Ei
are the electric fields of the two beams of amplitudes ai and optical frequency

. The phases  are due to the different path lengths Li that the two
beams travel from a point of common phase (say at the point just prior to the two
beams splitting at the beam splitter). Here it is convenient to consider the phase
term for the signal beam as being comprised of a static part  due to the
static path length, and a time-varying part due to the time-varying ultrasonic
displacement . The total electric field at the photodetector plane is then the
sum of the fields of the two beams, and the resulting intensity is obtained as

(7.16)

where  are the optical intensities (directly proportional to the power in
watts) of the two beams individually. In the last expression above, we have
defined the total optical power . The factor M =  is known
as the modulation depth of the interference and ranges between 0 (when
one of the beams is not present) to 1 (when the two beams are of equal
intensity). 

If the phase change due to the signal of interest is  — as is
typically the case for typical ultrasonic displacements — the best sensitivity
is obtained by ensuring that the static phase difference is maintained at
quadrature, (i.e., at kopt (LR - Ls) ) (see Figure 7.12). This can be achieved
by choosing the reference and signal beam path lengths appropriately. The
two-beam Michelson interferometer that is maintained at quadrature pro-
vides an output optical power at the photodetector given by

(7.17)

FIGURE 7.11
Two-beam homodyne interferometer (Michelson).
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This shows that the output of a Michelson interferometer that is operated at
quadrature is proportional to the ultrasonic displacement. In reality, even
the static optical path is not quite static because of low-frequency ambient
vibration that can move the various optical components or the object around.
If the signal of interest is high-frequency (say several kHz or higher) — and
this is the case for ultrasonic signals — it is possible to use an active stabi-
lization system using a moving mirror (typically mounted on a piezoelectric
stack) on the reference leg such that the static (or more appropriately, low-
frequency) phase difference is always actively kept constant by means of a
feedback controller. 

The piezoelectric mirror can also be used to calibrate the full fringe inter-
ferometric output by intentionally inducing an optical phase change in the
reference leg that is larger than . This will provide both the total power
Ptot and the modulation depth M. An absolute measurement of the ultrasonic
displacement can be obtained from Equation 7.17.

It is important to characterize the SNR, or equivalently the minimum
detectable displacement of the optical interferometer. There are several pos-
sible noise sources in an optical-detection system. These include noise from
the laser source, in the photodetector, in the electronics, and in the optical
path due to ambient vibrations and thermal currents. Most of these noise
sources can be stabilized against or minimized by careful design and isolation,
leaving only quantum or shot noise arising from random fluctuations in the
photocurrent. Shot noise increases with increasing optical power, and it basi-
cally sets the absolute limit of detection for optical-measurement systems.

The optical power incident on the photodetector generates a photocurrent
given by

(7.18)

FIGURE 7.12
Two-beam interferometer output intensity as a function of phase change. The largest variation
in output intensity for small phase changes occurs at quadrature.
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where h is the detector quantum efficiency, e is the charge of an electron,
is the optical (circular) frequency in hertz, and h is Planck’s constant. The
photocurrent associated with the signal of interest is only that part that is
related to the ultrasonic displacement (see Equation 7.17):

(7.19)

The mean-squared shot noise current depends on the total photocurrent and
is given by

(7.20)

where < > represents time-average (over a relevant time scale of interest) of
the quantity inside it, and B is the detection bandwidth. The SNR is then
defined as

(7.21)

Without loss of generality, the object displacement can be assumed to be
harmonic (more general transient signals can be handled by the Fourier
transform), , where U is the magnitude and  represents the
ultrasonic frequency. The shot-noise limited SNR of a stabilized Michelson
interferometer operating at quadrature is then given by

(7.22)

The minimum detectable ultrasonic signal, based on the somewhat arbitrary
criterion that a signal is detectable if it is equal to the noise magnitude (i.e.,
if SNR = 1), is then given by

(7.23)

For a detection bandwidth of 1 Hz, detector efficiency of 0.5, modulation depth
of 0.8, total collected optical power of 1 W from a green laser (514 nm), the
minimum detectable sensitivity is on the order of 10-17 m. 

Of all possible configurations, the two-beam homodyne interferometer
provides the best shot-noise detection sensitivity as long as the object beam
is specularly reflective. 
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7.3.2.1.2 Two-Beam Heterodyne Interferometers

In this class of interferometers, one of the two beams to be mixed is of a
slightly different optical frequency. Typically this frequency shift is obtained
by passing a laser beam through an acousto-optic modulator (a Bragg cell),
the first diffracted order of which provides a frequency shifted beam.
Figure 7.13 shows a typical heterodyne interferometer. The reference and
signal beams in this case can be expressed as

ER = aR exp[j((wopt + wB)t - fR)] (7.24)

Es = as exp[j(wopt t - fs)] (7.25)

where  is the frequency shift introduced by the acousto-optic modulator.
The resulting interference intensity at the photodetector is

PD = Ptot [1 + M cos {wBt + jn(t) - 2kopt u(t)}] (7.26)

As before, we have decomposed the phase difference in terms of a term ,
which includes the static path difference, the effect of possible low-frequency
noise, and a signal term due to object displacement. Once again, considering
a sinusoidal object displacement the amplitude of which is a fraction of the
optical wavelength , , we have

(7.27) 

FIGURE 7.13
Two-beam heterodyne interferometer.
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Note that the object displacement information can be directly monitored on
a spectrum analyzer and is proportional to the amplitude of the signals at
the upper and lower sidebands around the optical heterodyne frequency .
Alternatively, the signal can be extracted using either phase locked loops or
frequency discriminators. The former provides a signal proportional to the
surface displacement, and the latter to the surface velocity (Monchalin, 1986).
The SNR of the heterodyne interferometer can be shown to be slightly less
(typically a factor of half, depending on the signal demodulation scheme
used) than the homodyne setup (Monchalin, 1986). 

The heterodyne interferometer also provides an absolute measure of the
ultrasonic signal. For instance, in a spectrum analyzer, the ratio of the side-
band amplitude to the carrier amplitude at the heterodyne frequency is
directly proportional to the ultrasonic displacement. Furthermore, the het-
erodyne setup does not require active mechanical stabilization such as the
one used for homodyne interferometers. As such, the heterodyne interfer-
ometer is more suited for application in industrial settings (Monchalin, 1993).
The performance of the heterodyne interferometer also degrades signifi-
cantly if the object is a diffuse scatterer.

In the discussion above we have implicitly assumed that the object surface 
is optically specularly reflective, so that the reflected object beam can be 
recollimated into a plane wave. If the object surface is rough, the scattered 
object beam will in general be a speckled beam. In this case, the performance 
of the interferometer will be several orders of magnitude poorer due to two 
factors. First, the total optical power Ptot collected will be lower than from a 
mirror surface. Second, the mixing of a non-planar object beam (one where 
the optical phase varies randomly across the beam) with a planar reference 
beam is not efficient (see Figure 7.14). This could be counterproductive with 
the worst case situation, leading to complete signal cancellation. Therefore, 
interferometers such as the Michelson, which use a planar reference beam, 
are best used in the laboratory on optically mirror-like surfaces.  

7.3.2.2 Self-Referential Interferometers

On rough surfaces, self-referential interferometers offer significantly
improved performance. The speckled object beam containing information
about the object displacement is mixed with a wavefront-matched reference

FIGURE 7.14
Ultrasound detection on rough surfaces; interference of speckled signal and planar reference
beams is nonoptimal.
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beam that may or may not contain signal information. Since the two beams
are now wavefront-matched, it is possible to efficiently spatially mix the two
beams to pull out the signal of interest (see Figure 7.15). Some of the common
self-referential interferometers are: (1) time-delay interferometers, (2) Fabry-
Perot (FP) interferometers, (3) adaptive holographic interferometers. 

7.3.2.2.1 Time-Delay Interferometers

Consider the long-path time-delay interferometer shown in Figure 7.16. The
scattered beam from the object is collected and split into two copies. Both
these copies are reflected back by mirrors, but one of them travels via a short
leg and the other travels via a long leg. Since both the beams that interfere
arise from the scattered beam from the object surface, and as such are
essentially wavefront-matched (assuming that the path difference is not so
large that beam spreading becomes an issue), the spatial mixing will be
optimal. However, one of the beams travels a longer distance than the other.
The ultrasonic information contained in each leg arises from different times.
The two beams that interfere can therefore be expressed as

(7.28)

FIGURE 7.15
Ultrasound detection on rough surfaces; wavefront-matched interference.

FIGURE 7.16
Long-path time-delay interferometer.
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(7.29)where  denotes the fact that the ultrasonic signal is sam-
pled at different times by the long and short beams. The interference intensity 
at the photodetector is therefore

(7.30)

In this case, the path length difference needs to be stabilized at quadrature 
to provide detection at maximum sensitivity. If the ultrasonic signal of in-
terest is of sufficiently short duration compared to the time delay t, the 
interferometer measures the ultrasonic displacement directly. In practice this 
implies very long optical path length difference, necessitating the use of long 
coherence laser sources. For shorter path length difference, this interferom-
eter provides time-differential information about the ultrasonic motion. 
Some alternative configurations of the time-delay interferometer such as the 
Sagnac interferometer (Bowers, 1982; Fomitchov et al., 2000) do not require 
a long coherence laser source, and furthermore they are common path, 
providing an added measure of stability against ambient noise. 

Unfortunately, the frequency response of time-delay interferometers is
very non-uniform. This is readily understood by referring to Equation 7.30.
Clearly, the output signal is insensitive to low frequencies (where the ultra-
sonic displacement is slowly varying over time t). Also, no output signal
will be seen if the ultrasonic signal is periodic with period t/n where n is
any integer. Time-delay interferometers are useful only for detecting fairly
narrowband ultrasonic signals of known frequency range. 

7.3.2.2.2 Fabry-Perot Interferometers

In this configuration, the light from the test object is collected into a device
that consists of two planar or confocal mirrors (curved mirrors facing each
other with coincident focal point) that form an FP cavity. The mirror reflec-
tivites are usually kept very high such that the light is multiply reflected
between the two mirrors and a part of it leaks out from each end at every
reflection. For illustrative purposes, let us consider the planar FP cavity
shown in Figure 7.17, even though it is the confocal one that is preferred in
practice in view of its better light gathering capacity (Monchalin, 1986). Note
that the FP is a self-referential interferometer in that interference occurs
between multiple copies of the object beam. Consider the total light transmitted
by a planar free-space FP cavity of cavity length L

(7.31)
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where is the beam from the object that is incident into the cavity
and t and r are the amplitude transmission and reflection coefficients, respec-
tively. The net transmitted optical power is therefore

(7.32)

where  is the object beam power and  are the
intensity reflection and transmission coefficients, respectively, that sum to
unity in the absence of energy absorption. Also,

(7.33)

is called the free-spectral-range of the FP. The normalized transmitted optical
power is plotted in Figure 7.18. We note the following:

1. The transmitted optical power exhibits periodic maxima at integral
multiples of the free-spectral range. These are called the passbands
of the instrument. Outside of the passbands, the light transmitted is
rather small, especially as the mirror reflectivity R approaches unity.

2. The transmitted optical power does not depend on the object beam
static phase but does depend on the optical frequency. It is therefore
important to think of the Fabry-Perot as an optical frequency dis-
criminator (an optical filter) that allows selective transmission of
certain optical frequencies (passbands). For sufficiently high mirror
reflectivities, the full-width at half-maximum at each of the pass-
bands of the FP is

(7.34)

where  is called the finesse of the Fabry-Perot cavity. Note that the
closer to unity the mirror reflectivities, the higher the finesse and
the narrower the passbands of the instrument, the higher the sensi-
tivity of the instrument to small frequency shifts.

FIGURE 7.17
Fabry-Perot interferometer.
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462 Ultrasonic Nondestructive Evaluation

In practice, the FP is set to operate at one of its half-maximum points. This
is achieved by tuning the cavity length L (which is usually actively stabilized
against drift). The response curve at the half-maximum point is almost linear
with a slope

(7.35)

The normalized transmitted intensity variation due to a small optical frequency
shift of Dwopt about the operating point is then given by Dptr = Dwopt.

Again considering a harmonic ultrasonic displacement, u(t) = U sinwut,
, the corresponding surface velocity is . The cor-

responding optical frequency shift is Dwopt =  wu U sin wut(see Equation 7.13).
Therefore, the FP output can be written as:

(7.36)

where it is assumed that in the absence of ultrasonic signals the FP will be
tuned to the half-maximum point. The associated SNR becomes

(7.37)

FIGURE 7.18
Fabry-Perot interferometer response in transmission (plot of  for R = 0.9)
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Theory and Applications of Laser-Ultrasonic Techniques 463

The minimum detectable displacement therefore becomes

(7.38)

Note that the FP response varies inversely as the ultrasonic frequency. This
means that its response at low frequencies is poor. This is good in that
ambient vibrations of the test object will not really affect the instrument
(ambient vibrations that change the FP cavity length are another matter, and
need to be stabilized against). FP interferometers have therefore been of
considerable interest in industrial applications (Monchalin, 1993). At mod-
erate frequencies, the FP is actually a very good instrument. At even higher
ultrasonic frequencies, the response will move out of the linear region in
Figure 7.18, and Equation 7.38 is no longer applicable. The response will in
fact get poorer as the frequency shifts beyond the operating pass band of
the instrument. In reality, the response is even more complicated by the fact
that the multiple beams that interfere actually must have been incident on
the object at different times, and therefore would likely have sampled the
ultrasonic wave packet at different times. The precise nature of the response
curve depends on the particular instrument.

7.3.2.2.3 Dynamic Holographic Interferometers

This class of interferometers is based on dynamic holographic recording typ-
ically in photorefractive media. One approach is to planarize the speckled
object beam by using optical phase conjugation (Paul et al., 1987; Delaye et al.,
1995a). The planarized object beam can then be effectively interfered with a
planar reference beam in a two-beam homodyne or heterodyne interferometer.
Alternatively, a reference beam with the same speckle structure as the static
object beam can be holographically reconstructed for interference with the
object beam containing the ultrasonic information (Ing and Monchalin, 1991;
Delaye et al., 1995b; Pouet et al., 1996). This is most readily achieved by using
the process of two-wave mixing in photorefractive media (Yeh, 1993).

Two-wave mixing is essentially a dynamic holographic process where two
coherent optical beams (pump/reference and probe/signal beams) interact
within a photorefractive crystal (PRC). The process of two-wave mixing can
be briefly summarized as: (1) creation of optical intensity gratings due to
coherent interference of the interacting beams leading to (2) nonuniform pho-
toexcitation of electric charges in the PRC, which then diffuse/drift to create
(3) a space-charge field within the PRC, which in turn creates (4) a refractive
index grating via the electro-optical effect, and which causes (5) diffraction of
the interacting beams. A net consequence of this is that at the output of the
PRC we have not only a portion of the transmitted probe beam, but also a
part of the pump beam that is diffracted into the direction of the probe beam.
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464 Ultrasonic Nondestructive Evaluation

The pump beam diffracted into the signal beam direction has the same wave-
front structure as the transmitted signal beam. 

Since the PRC process has a certain response time (depending on the mate-
rial, the applied electric field, and total incident optical intensity), it turns out
that it is unable to adapt to sufficiently high-frequency modulations in the
signal beam. The PRC can only adapt to changes in the incident beams that
are slower than the response time. This makes two-wave mixing interferom-
eters especially useful for ultrasound detection. High-frequency ultrasound-
induced phase modulations are essentially not seen by the PRC, and therefore
the diffracted pump beam will have the same wavefront structure as the
unmodulated signal beam. The transmitted signal beam will contain the ultra-
sound-induced phase modulation. By interfering the diffracted (but unmod-
ulated) pump beam with the transmitted (modulated) signal beam (both
otherwise with the same wavefront structure), one obtains a highly efficient
interferometer. Furthermore, any low frequency modulation in the interfering
beams (such as those caused by noise from ambient vibration or slow motion
of the object) will be compensated for by the PRC as it adapts and creates a
new hologram. Two-wave mixing interferometers therefore do not need any
additional active stabilization against ambient noise.

Several different types of photorefractive two-wave mixing interferome-
ters have been described in the literature (Ing and Monchalin, 1991; Delaye
et al., 1995b; Pouet et al., 1996). Here we will describe the isotropic diffraction
configuration (Delaye et al., 1997). shown in Figure 7.19. The Bismuth silicon
oxide (BSO) crystal used in this setup was oriented with grating vector along
the (001) crystal axis. For simplicity, optical activity and birefringence effects
in the PRC will be neglected.

Let the signal beam obtained from the scatter from the test object be s-
polarized. As shown in Figure 7.19, a half-wave plate (HWP) is used to rotate
the incident signal beam polarization by 45∞ leading to both s- and p-polarized
phase-modulated components of equal intensity given by

(7.39)

A photorefractive grating is created by the interference of the s-polarized
component of the signal beam with the s-polarized pump beam. The diffracted
pump beam (also s-polarized for this configuration of the PRC) upon exiting
the crystal is then given by (Delaye et al., 1997)

(7.40)

where  is the complex photorefractive gain, a is the intensity
absorption coefficient of the crystal, and L is the length of the crystal. The
p-polarized component of the signal beam is transmitted by the PRC undis-
turbed (except for absorption) and can be written as

E
a

j t ts opt0 2
= -exp[ ( ( ))]w f

E
a

j t L L j tR opt= - - + -
2

2 1exp[ ][exp[ / ]{[exp( ) ] exp[ ( )]}w a g f

g g g= +r ij
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(7.41)  

Upon exiting the PRC, the diffracted pump and the transmitted signal beams
are now orthogonally polarized. A Berek’s wave plate is interposed so as to
introduce an additional phase shift of  in the transmitted signal beam to
put the interference at quadrature. The two beams are then passed through
a polarizing beam splitter oriented at 45∞ to s- and p-directions, giving rise
to two sets of optical beams that interfere at the two photodetectors. The
intensities recorded at the two photodetectors are then given by (for

)

(7.42)

where  is proportional to the optical power collected in the scattered
object beam. In the case of a pure real photorefractive gain (i.e., the diffracted
beam phase is unaffected by the two-wave mixing process), quadrature is
obtained by setting . In this case, upon electronically subtracting
the two photodetector signals using a differential amplifier, the output signal is

(7.43)

In the case of a pure real photorefractive gain, we therefore have linear phase
demodulation. Since the phase modulation is , the output signal
is directly proportional to the ultrasonic displacement. The SNR of the two-
wave mixing interferometer in the isotropic configuration for real photore-
fractive gain follows directly from Equation 7.42:

(7.44)

FIGURE 7.19
Configuration of isotropic diffraction setup. l/2: Half-wave plate; PRC: Photorefractive crystal;
BC: Berek compensator; BS: beam splitter; PD: photodetector.
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It is clear that the lower the absorption and the higher the photorefractive
gain, the better the SNR. 

7.3.2.2.4 Multibeam Interferometers

There are many instances where ultrasonic detection from more than a single
point on the object surface is desired. For instance, ultrasonic attenuation
measurements require that the same ultrasonic wave packet be measured at
two distinct locations on the object. Similarly, dispersion of ultrasonic guided
waves can be effectively obtained by measuring a broadband ultrasonic signal
at two locations a known distance apart. Ultrasonic detection at multiple
points can also be used as phased-array receivers (Murray and Krishnaswamy,
2001) and for anisotropy characterization (Zhou et al., 2002).

Huang et al. (1994) have configured a dual-probe system that can monitor
ultrasonic displacement at two different locations on a test object. This system
is based on heterodyne interferometry as shown in Figure 7.20. The output
of a laser is passed through a 40-MHz Bragg cell providing the beam splitting
and frequency shifts needed for heterodyne interferometry. The zeroth-order
and the first-order beams are used for heterodyne interference. The two beams
are coupled into two single-mode 1 ¥ 2 fiber-optic couplers. The output beams
are terminated with microfocusing lenses and focused to the detecting points
on the sample surface. The reflected light from the surface is collected by the
same lens and coupled back into the fiber. A third coupler recombines the two
returning beams and delivers them to the photodetector. As in any heterodyne
interferometer, the surface displacement information is carried in the phase shift
of the heterodyne signal output from the photodetector. In this dual-probe
interferometer, the phase shift is proportional to the difference of the dis-
placements in the two probing points (Huang et al., 1994). A noteworthy

FIGURE 7.20
A dual-probe heterodyne interferometer.
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Theory and Applications of Laser-Ultrasonic Techniques 467

feature of this dual-probe interferometer is that the detection sensitivity at
the two probe points is exactly the same and is independent of surface
reflectivity at the two probing locations. 

Murray and Krishnaswamy (2001) have recently developed a multibeam
interferometer that allows for the simultaneous detection of acoustic waves
from a number of points on the surface of a specimen. This interferometer
is based on multiplexed two-wave mixing in photorefractive crystals. The
optical setup is illustrated in Figure 7.21 and is similar to the isotropic
diffraction setup discussed earlier. The primary difference is that multiple
two-wave mixing processes occur simultaneously in a single PRC. Murray
and Krishnaswamy (2001) show that by keeping the pump beam sufficiently
strong compared to the signal beams, cross-talk can be minimized. The
multibeam mixing in the PRC therefore acts as multiple two-wave mixing. This
essentially provides multiple independent interferometers all demodulated
in parallel by a single PRC. Multiplexed two-wave mixing interferometers
can be used as phased-array receivers (Murray and Krishnaswamy, 2001)
and matched-filters for narrowband and chirped surface-acoustic wave
detection (Murray et al., 2000). They can also be used for anisotropy char-
acterization of materials (Zhou et al., 2002). 

7.3.2.2.5 Intrinsic Fiber-Optic Ultrasound Sensors

Most of the interferometers described above can be used in conjunction with
optical fibers to pipe the light to and from the test object (such as the dual-
probe system shown in Figure 7.20). In such systems, the transduction of
ultrasound to light occurs outside the fiber, and as such, the fiber does not
play any role in the transduction process. If the transduction of ultrasound
to light occurs inside an optical fiber, the sensor is referred to as an intrinsic
fiber-optic ultrasound sensor. Such sensors can be embedded in a medium
to monitor ultrasound inside the medium and not just at the surface. A
number of intrinsic fiber optic ultrasonic sensors have been described in the
literature. The majority of these sensors such as fiberized Mach-Zehnder
(DePaula et al., 1983a), Michelson (Dandridge, 1991), Sagnac (Fomitchov et
al., 2000) or Fabry-Perot (Dorighi et al., 1995) detectors are based on fiber

FIGURE 7.21
Multiplexed two-wave mixing interferometer for simultaneous detection of ultrasound at a
number of locations. 
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468 Ultrasonic Nondestructive Evaluation

optic interferometry. Alternative approaches such as polarization-based
(DePaula et al., 1983b) and fiber Bragg gratings based sensors (Fisher et al.,
1997) have also been proposed. 

The simplest fiber-optic ultrasound sensor is a piece of optical fiber that
is embedded in the medium (Figure 7.22). Light from a laser is coupled into
one end of the fiber and can be either reflected back (if the tip of the fiber is
mirrorized) or be transmitted to a demodulating interferometer. When ultra-
sound impinges on the fiber, the phase of the light is affected by changes in
dimension of the fiber and the strain-induced changes in the refractive index
of the optical fiber. For the case of a single mode fiber immersed in a fluid
upon which a plane ultrasonic wave (of wavelength much greater than the
fiber diameter) impinges at normal incidence (Figure 7.22), the changes in
the physical length L and refractive index n of the fiber can be written as a
function of the acoustic pressure DP as

(7.45)

(7.46)

where E and n are the Young’s modulus and Poission’s ratio of the fiber,
respectively; DP is the pressure variation caused by ultrasound; and p12 and
p11 are components of the strain-optic tensor for the fiber material (Hocker
et al., 1979). If the fiber sensor is embedded in a solid, or if the wavelength
is comparable to the fiber dimensions, if the ultrasound impinges at an angle

FIGURE 7.22
Intrinsic transduction of ultrasound to optical phase shift inside an optical fiber.

Embedded sensing fiber
Mirrorized fiber tip  

Bulk ultrasonic wave
in a structure

D DL P
EL

= - -( )1 2n

D Dn
n

n P
E

p p= - +
2

12 112
1 2 2( )( )n

1462.book  Page 468  Monday, December 1, 2003  3:06 PM

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



Theory and Applications of Laser-Ultrasonic Techniques 469

to the fiber, the fiber response to ultrasound is considerably more compli-
cated (Dorighi et al., 1997). 

The ultrasound-induced phase modulation in the light beam propagating
in the fiber can be demodulated in any of the standard interferometers
described earlier. Figure 7.23 shows an implementation of a fiber-optic
ultrasound sensor based on a Sagnac demodulation scheme (Fomitchov et
al., 2000). 

7.4 Applications

Laser ultrasonics has found wide-ranging applications both in industry and
academic research. Here we will consider some illustrative applications of
laser ultrasonics in nondestructive flaw identification, materials character-
ization, and process monitoring. 

7.4.1 Laser Ultrasonics for Flaw Detection

Laser ultrasonic techniques have been used for nondestructive flaw detection
in metallic and composite structures. Here we describe a few representative
example applications in flaw imaging using bulk waves, surface acoustic
waves, and Lamb waves.

7.4.1.1 Laser Ultrasonic Flaw Imaging Using Bulk Waves

As discussed in Section 7.2, thermoelastic generation of bulk waves in the
epicentral direction is generally weak in materials for which the optical
penetration depth and thermal diffusion effects are small. Laser ultrasonic
techniques using bulk waves have been used primarily for imaging of defects
in composite structures (where the penetration depth is large), or on structures
that are coated with a sacrificial film that enhances epicentral generation.

Lockheed Martin has recently installed a large-scale laser ultrasonic facility
for inspecting polymer-matrix composite structures in aircraft such as the
joint strike fighter (Yawn et al., 1999). In this system, a pulsed CO2-laser was

FIGURE 7.23
An intrinsic Sagnac ultrasound sensor.
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used to thermoelastically generate bulk waves into the composite part. A
coaxial long-pulse Nd:YAG detection laser demodulated by a confocal FP
was used to monitor the back reflections of the bulk waves. The system has
been demonstrated on prototype F-22 inlet ducts. Yawn et al. (1999) estimate
that the inspection time using the non-contact laser system is about 70 minutes
as opposed to about 24 hours for a conventional ultrasonic squirter system. 

Choquet et al. (2001) have demonstrated that laser ultrasonics can be used
to detect hidden corrosion in painted metallic aircraft lap-joint structures.
They use spectral analysis to assess the residual thickness of the metal layer,
and state that their technique can identify a 1% loss in thickness due to
corrosion.

7.4.1.2 Laser Ultrasonic Flaw Imaging Using Surface Acoustic Waves

Laser ultrasonic systems can also be used to generate and detect surface
acoustic waves on specimens such as the aircraft wheel shown in Figure 7.24.
Here the high degree of double curvature of the wheel makes the use of
contact transducers difficult. Huang et al. (1994) used laser generation along
with dual-probe heterodyne interferometer detection. The presence of cracks
along the doubly curved location is indicated by the presence of reflected
ultrasound signals in some locations but not in others (Figure 7.25 and
Figure 7.26). A reflection coefficient, calculated as the ratio of the reflected
signal to the original signal power, is plotted in Figure 7.27 and provides a
measure of the length of the crack. Such pitch-catch approaches to detecting
cracks using laser ultrasonics is feasible on cracks that are large enough to
provide a sufficiently strong reflected signal. 

7.4.1.3 Laser Ultrasonic Tomographic Imaging Using Lamb Waves

Tomographic imaging of plate structures using Lamb waves is often desired
when the test area is not directly accessible and so must be probed from

FIGURE 7.24
(a) Aircraft wheel part containing cracks. (b) Schematic of the scanning setup.
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outside the area. Computer algorithms are used to reconstruct variations of
a physical quantity (such as ultrasound attenuation) within a cross-sectional
area from its integrated projection in all directions across that area. Laser
ultrasonic tomographic systems using attenuation of ultrasound for tomo-
graphic reconstruction need to take into account the high degree of variabil-
ity in the generated ultrasound arising from variation in the thermal
absorption at different locations on the plate. 

To avoid erroneously interpreting this variation as differences in the pro-
jected attenuation along different directions, Huang et al. (1994) have used
a dual-probe Michelson interferometer with the first probe serving as a
reference to normalize the signal from the second probe. The normalized
signal is therefore dependent only on the true attenuation along the wave

FIGURE 7.25
Inspection for cracks in aircraft wheels. Signal from locations without a crack.

FIGURE 7.26
Inspection for cracks in aircraft wheels. Signal from locations with a crack, indicated by presence
of reflections.
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472 Ultrasonic Nondestructive Evaluation

propagation path. Narrowband Lamb waves were generated using an array
of thermoelastic sources. A schematic of the setup is shown in Figure 7.28.
Figure 7.29 shows a cross section of the simulated corrosion defect produced
in epoxy-bonded aluminum plates. The specimen is composed of 2 0.65-mm
thick aluminum plates of thickness 0.65 mm and an approximately 13-mm
thick epoxy film. Corrosion was simulated by partially removing the surface
of the bottom plate and inserting a fine nickel powder in the cavity prior to
bonding. Figure 7.30 shows typical narrowband Lamb waves detected using

FIGURE 7.27
Reflection coefficient measured at different scanning locations of the wheel.

FIGURE 7.28
Laser ultrasonic Lamb-wave tomographic setup.

FIGURE 7.29
Cross section of bonded thin plates containing an inclusion.
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the dual-probe interferometer in the presence and absence of the inclusion.
By tomographically scanning the plate, Huang et al. (1994) were able to
create a tomographic image of the specimen as shown in Figure 7.31. Also
shown superposed in Figure 7.31 is a C-scan image of the same sample
obtained using a commercial scanning acoustic microscope. The size and the
shape of the tomographically reconstructed image is consistent with that of
the C-scan. 

7.4.1.4 Scanning Laser Source Imaging of Surface-Breaking Flaws

In the applications described thus far, laser ultrasonics has been used in a
conventional pitch-catch ultrasonic inspection mode, except that lasers were
used to generate and detect the ultrasound. For detecting very small cracks,
the pitch-catch technique requires that the crack reflect a significant fraction
of the incident wave, and that the generating and receiving locations be in
line and normal to the crack. Recently, Kromine et al. (1998, 2000) have devel-
oped a scanning laser source (SLS) technique for detecting very small surface-
breaking cracks that are arbitrarily oriented with respect to the generating and
detecting directions. The SLS technique has no counterpart in conventional
ultrasonic inspection methodologies, as it relies on near-field scattering and

FIGURE 7.30
Typical Lamb wave signals after bandpass filtering: (a) without defect, (b) with the defect
between the two detecting points.

(a)

A
m

pl
itu

de
 (

m
V

)

15.00.0 5.0 10.0

0.15
0.10
0.05
0.00

−0.05

0.20

−0.10
−0.15
−0.20

Time (µsec)

15.00.0 5.0 10.0

0.15
0.10
0.05
0.00

0.20

−0.05
−0.10
−0.15
−0.20

A
m

pl
itu

de
 (

m
V

)

Time (µsec)

(b)

1462.book  Page 473  Monday, December 1, 2003  3:06 PM

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



474 Ultrasonic Nondestructive Evaluation

FIGURE 7.31
Superposed image of the tomographic image (solid line) and a conventional ultrasonic C-scan
image.

FIGURE 7.32
Schematic of the SLS technique.

FIGURE 7.33
Ultrasonic surface normal displacement at three locations of the scanning laser source: (a) far
from the defect; (b) close to the defect, and (c) behind the defect.
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variations in thermoelastic generation of ultrasound in the presence and
absence of defects. 

In the SLS technique, the ultrasound generation source, which is a point
or a line-focused high-power laser beam, is swept across the test specimen
surface and passes over surface-breaking flaws (see Figure 7.32). The gener-
ated ultrasonic wave packet is detected using an optical interferometer or a
conventional contact PZT transducer either at a fixed location on the speci-
men or at a fixed distance between the source and receiver. The ultrasonic
signal that arrives at the Rayleigh wave speed is monitored as the SLS is
scanned. Kromine et al. (2000) and Sohn and Krishnaswamy (2002) have
shown that the amplitude and frequency of the measured ultrasonic signal
have specific variations when the laser source approaches, passes over, and
moves behind the defect.

Kromine et al. (2000) have experimentally verified the SLS technique on
an aluminum specimen with a surface-breaking fatigue crack of 4-mm length
and 50-mm width. A broadband heterodyne interferometer with 1- to 15-
MHz bandwidth was used as the ultrasonic detector. The SLS was formed
by focusing a pulsed Nd:YAG laser beam (pulse duration = 10 nsec; energy =
3 mJ). The detected ultrasonic signal at three locations of the SLS position is
presented in Figure 7.33. The Rayleigh wave amplitude as a function of the
SLS position is shown in Figure 7.34. Several revealing aspects of the Ray-
leigh wave amplitude signature should be noted: 

1. In the absence of a defect or when the source is far ahead of the
defect, the amplitude of the generated ultrasonic direct signal is
constant (see zone I in Figure 7.34). The Rayleigh wave signal is of
sufficient amplitude above the noise floor to be easily measured by
the laser detector (see Figure 7.33a), but the reflection is within the
noise floor.

2. As the source approaches the defect, the amplitude of the detected
signal significantly increases (zone II in Figure 7.34). This increase

FIGURE 7.34
Typical characteristic signature of ultrasonic peak-to-peak amplitude vs. SLS location as the
source is scanned over a surface-breaking defect.
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476 Ultrasonic Nondestructive Evaluation

is readily detectable even with a low sensitivity laser interferometer
as compared to weak echoes from the flaw (see Figure 7.33b). 

3. As the source moves behind the defect, the amplitude drops lower
than in zone I due to scattering of the generated signal by the defect
(see zone III in Figure 7.34). 

The variation in signal amplitude is due to two mechanisms: (1) near-field
scattering by the defect, and (2) changes in the conditions of generation of
ultrasound when the SLS is in the vicinity of the defect. As such, the SLS
technique is not very sensitive to flaw orientation (Kromine et al., 2000). In
addition to the amplitude signature shown above, spectral variations in the
detected ultrasonic signal also show characteristic features (Kromine et al.,
2000). Both amplitude and spectral variations can form the basis for an
inspection procedure using the SLS technique. 

The SLS technique has been applied to detect small electrical discharge
machining (EDM) notches in titanium engine disk blade attachment slots
(Kromine et al., 1998) (see Figure 7.35). Cracking usually occurs on the slot-
to-face transition region in these specimens. In view of the complicated and
small geometry of these slots, a multimode optical fiber was used to pipe
the generating laser source to the specimen. A special rotary fixture was used
to house the generating fiber and scan the laser ultrasonic source within the
turbine slot. The detection of the ultrasonic signal can be done using either
an adaptive two-wave mixing interferometer focused within the slot, or a PZT
transducer located on the easily accessible outside surface of the engine disk.
The inspected slot was an EDM calibration notch of 0.05-nm width, 0.75-nm
length, and 0.375-nm depth. The amplitude signature of the defect obtained
using the SLS technique is shown in Figure 7.36. 

FIGURE 7.35
SLS inspection of turbine disk attachment slots.
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7.4.2 Laser Ultrasonics for Process Monitoring

Real-time laser ultrasonic systems that are rugged enough to perform in an
industrial setting have been demonstrated. These systems typically use opti-
cal fibers to pipe in the generation laser beam and to gather the detection
laser beam to a remote demodulation unit. Monchalin (1993) reports one of
the earliest uses of laser ultrasonics in a steel mill for the measurement of
wall thickness in seamless tubing. The measurements were made online at
a temperature of 1000∞C. An excimer KrF laser was used in the ablative mode
to generate ultrasound. The back wall echoes were picked up using a con-
focal FP, and the wall thickness profile of the tube along its length was
directly measured. The results were found to agree with handheld thickness
gauge measurements. 

More recent applications of laser ultrasonics in process monitoring have
been to measure the properties of paper (Blouin et al., 2001), the thickness
of glass (Shih et al., 2001), the evolution of microstructure (Kruger et al.,

FIGURE 7.36
Amplitude signature of SLS inspection of turbine disk slots.

FIGURE 7.37
Schematic of a laser ultrasonic instrumented mold for graphite-epoxy composite laminate
fabrication.
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478 Ultrasonic Nondestructive Evaluation

2002), and the curing of polymer matrix composites (Fomitchov et al., 2002).
Again, in all these works, Lamb waves and bulk waves are generated and
ultrasonic time-of-flight, modal dispersion, or attenuation are used to obtain
the material properties. As a representative example, we will describe a laser
ultrasonic method to monitor the cure of polymer matrix composites
(Fomitchov et al., 2002). 

A schematic of the laser ultrasonic cure monitoring system is shown in
Figure 7.37. The device consists of a laser ultrasound generation system and
embedded intrinsic fiber-optic Sagnac ultrasound sensors. The ultrasonic
generation source is a Nd:YAG laser switch-coupled into one of four multi-
mode optical fibers (see Figure 7.37) to provide generation capability at four
locations. The output beams from the fiber are deflected 90∞ by a mini-prism.
The deflected laser beams transmit through a glass window in an aluminum
mold and are absorbed by a graphite layer deposited on the inner face of
the window. Ultrasonic pulses are generated due to rapid thermal expansion
of the graphite layer, and these are transmitted into the composite part.
Fomitchov et al. (2002) report that the glass-graphite sandwich configuration
provides higher efficiency of generation in comparison with metal or ceramic
targets, and it can withstand the high temperatures inside the mold. 

Fomitchov et al. (2002) have use the instrumented mold to fabricate graphite-
epoxy composite laminates processed in a resin-transfer mold (see Figure 7.38).
The resin material used was a mixture of three components: Araldite GY
6010 epoxy, HY 917 hardener and DY 070 accelerator (Ciba Specialty Chem-
icals Corporation). Typical time-domain ultrasonic signals obtained at four
locations at a specific instant in time are shown in Figure 7.39. To obtain a
qualitative overview of the entire cure process, the time-domain ultrasonic
data obtained at four different locations at various times during the entire

FIGURE 7.38
Photograph of the laser ultrasonic instrumented mold integrated into a resin transfer molding machine.
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Theory and Applications of Laser-Ultrasonic Techniques 479

cure cycle are shown plotted as B-scans in Figure 7.40. The horizontal axis
represents the cure time (in seconds) at which data were acquired, and the
vertical axis represents ultrasonic flight time (in microseconds). The ultrasonic
amplitudes are plotted as gray-level values. The B-scans contain a wealth of
information about the cure state. Specifically, note that: 

1. The arrival times for the generated ultrasonic wave and its reflection
from the bottom of the mold have significant variations during the
curing cycle. 

2. Ultrasonic attenuation (as seen from the gray-level variation)
changes during the cure cycle. At certain times during the cure, the
attenuation is high enough that the signals are barely detected. 

3. When the epoxy is a liquid (0 to 35 min), only longitudinal waves are
detected.

4. Once the epoxy solidifies (after about 50 min), shear wave arrivals
are observed.

5. Scatter from the various plies of the composite laminate can be
clearly seen.

The ultrasonic velocities calculated from the data at various times during
the cure cycle are plotted in Figure 7.41. Data from different locations and
specimens are shown in the figure. Clearly there is some variation between
the data obtained at different locations (possibly indicative of local variations
in the cure state). Initially there is a decrease in velocity followed by a rapid
increase to a final value. Fomitchov et al. (2002) have correlated the initial
decrease and subsequent rise to changes in the state of the polymer as the
liquid epoxy polymerizes into a solid state. Measurements such as these can

FIGURE 7.39
Time trace of typical ultrasonic signals from the four channels obtained at a specific instant
during cure.
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480 Ultrasonic Nondestructive Evaluation

FIGURE 7.40
Laser ultrasonic data shown as B-scans for the four channels. Horizontal axis: curing time in
minutes; vertical axis: ultrasonic time of flight in ms; dotted line: longitudinal wave; dashed
line: shear wave.

FIGURE 7.41
Ultrasonic velocity vs. curing time in minutes measured at the four locations. Vertical axis
ranges from 1600 to 2800 m/sec.
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be used in real time to control process parameters to ensure that the specimen
cure is uniform and complete.

7.4.3 Laser Ultrasonics for Materials Characterization

Laser ultrasonic techniques have been used to characterize the properties of
materials ranging from the macro- to the microscale. Here we describe appli-
cations to thin film and coating characterization and to the determination of
material anisotropy. 

7.4.3.1 Characterization of the Mechanical Properties of Thin Films

The small footprint and noncontact nature of laser ultrasonic methods make
them especially useful for characterizing thin films. Several optical tech-
niques have been devised and implemented. A pump-probe technique has
been used in which very high frequency (in gigahertz) acoustic waves are
generated that propagate perpendicular to the film and reflect off the
film–substrate interface (Thompsen et al., 1985, 1986). This bulk wave tech-
nique requires an ultrafast laser source, and material attenuation of high-
frequency ultrasound limits the useful measurement range to reasonably
thin films. For thicker films, guided-wave ultrasonic techniques are more
practical. The impulsive stimulated thermal scattering (Duggal et al., 1992)
technique and the phase velocity scanning (Harata et al., 1990) technique
both use a spatially periodic irradiance pattern to generate single frequency
SAW tone bursts that are detected through probe-beam diffraction, interfer-
ometry, or contact transducers. Broadband techniques (Schneider et al., 1997;
Murray et al., 1999) can also be used where SAWs are generated with a
simple pulsed laser point or line source that are then detected with an
interferometer after some propagation distance along the film. 

FIGURE 7.42
Broadband surface acoustic guided waves in a 1-mm TiN coating on a steel substrate: time-
domain trace.
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Murray et al. (1999) have reported laser ultrasonic characterization of hard
coatings. They used a broadband laser generation source by focusing a
Nd:YAG laser with a 1-nsec pulse width and 3 mJ per pulse to a spot of about
40 mm diameter. The ultrasonic displacements were monitored using a sta-
bilized Michelson interferometer with a 100-mW frequency doubled
Nd:YAG laser for detection. The detection spot size was focused down to
approximately 5 mm. The bandwidth of the detection system was 100 MHz.
Typical ultrasonic signals in a 1-mm TiN coating on a stell substrate is shown
in Figure 7.42. Since these are broadband signals, the corresponding disper-
sion curve can be readily obtained by measuring the ultrasonic signal at two
distinct distances from the laser source (Figure 7.43). It is then possible to

FIGURE 7.43
Surface acoustic guided waves in a 1-mm TiN coating on a steel substrate: dispersion curve.

FIGURE 7.44
Schematic of the laser ultrasonic microscope for thin film characterization.
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extract the material properties by minimizing the error in the dispersion
curves obtained theoretically and experimentally. 

Laser ultrasonic techniques can also be used to characterize the properties
of free-standing nanometer-sized thin films (Rogers, 2000;  Hernandez et al.,
2002). Such thin films are widely used in microelectrical mechanical
systems (MEMS) devices such as radio frequency switches, pressure sensors,
and micromirrors. Figure 7.44 shows the experimental setup of Hernandez
et al. (2002). In this case, narrowband laser generation is achieved by the
coherent interference of two crossed pulsed laser beams that are obtained
from a microchip laser that deposits pulsed laser energy (10 mJ in 300 psec)
in the form of a spatially periodic source on the structure. The resulting

FIGURE 7.45
S0 mode propagating on 420-nm Al/236-nm silicon nitride: (a) displacement vs. time (nsec) and
(b)spectrum (MHz).
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narrowband ultrasonic modes of fixed wavelength are monitored using a
broadband Michelson interferometer. Since the wave numbers are fixed by
the laser source, and the ultrasonic frequencies can be measured from the
signals, the phase velocities of these modes are directly obtained. By varying
the geometry of the spatially periodic source, a wide range of wave numbers
can be probed, and the guided-wave dispersion curves can be obtained.  

Figure 7.45 and Figure 7.46 show the ultrasonic signals corresponding to
one wave number for the two lowest-order modes in a two-layer Al/Si3N4
membrane (aluminum thickness: 300 to 500 nm; silicon nitride thickness: 240

FIGURE 7.46
A0 mode propagating on 420-nm Al/236-nm silicon nitride: (a) displacement vs. time (nsec)
and (b) spectrum (MHz).
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to 400 nm). The corresponding dispersion curves for these two modes are
also shown. By varying the crossing-beam angle, Hernandez et al. (2002)
have obtained the dispersion curves for these two lowest order modes
(Figure 7.47). From these dispersion curves, elastic properties and residual
stress in the thin films have been extracted (Hernandez et al., 2002). 

FIGURE 7.47
 (a)  S0 mode dispersion curve for 420-nm Al/236-nm silicon nitride: velocity (vso) in (m/sec)
vs. (kh)2. (b) A0 mode dispersion curve for 420-nm-Al/236-nm silicon nitride: velocity (vso)
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7.4.3.2 Characterization of Material Anisotropy

Laser ultrasonics has been used by a number of researchers to investigate
the anisotropy of materials (Maznev et al., 1999; Hurley et al., 2001; Audoin
et al., 1996; Neubrand and Hess, 1992; Every and Sachse 1990). Both point-
and line-focused laser sources have been used to generate the ultrasound.
The ultrsaound generated by a point laser source is typically detected by a
point receiver and group velocity information is obtained at different angles.
Doyle and Scala (1991) have used a line-focused laser to determine the elastic
constants of composite materials using the measured phase velocities of
SAWs. Huang and Achenbach (1994) used a line source and a dual-probe
Michelson interferometer to provide accurate measurements of time of flight
of SAWs on silicon. 

Zhou et al. (2002) have recently used a multiplexed two-wave mixing
interferometer with eight detection channels to provide group velocity slow-
ness images. Figure 7.48 shows the configuration of the optical beams for
anisotropic material characterization using SAWs. In this setup, a pulsed
Nd:YAG laser (pulse energy of approximately 1 mJ) is focused by a lens
system on to the sample surface to generate the SAWs. The eight optical
probe beams are obtained using a circular diffraction grating and focused
on to the sample surface by a lens system to fall on a circle of radius r centered
about the generation spot. The whole array of 8 points was rotated every 2∞
to obtain the material anisotropy over the entire 360∞ range. Since a point
source and point receiver configuration is used, the surface wave group
velocity is obtained in this case.  

Figure 7.49a shows the time-domain SAW signals on (001) silicon from
0 to 90∞. The group velocity slowness in each direction is obtained from
the time-domain data through a cross-correlation technique and is shown
in Figure 7.49b where the filled circles are the experimental values. Also
shown in this figure is the theoretical group velocity slowness calculated

FIGURE 7.48
Point source generation and multiplexed array detection of SAWs in anisotropic materials.
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FIGURE 7.49
(a) Signals detected in different directions on z-cut silicon. (b) Slowness curve for z-cut silicon.
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using nominal material values. The discontinuities that appear in both the
experimental and the theoretical curves are due to the presence of pseudo-
surface waves. Zhou et al. (2002) have also obtained group velocity slow-
ness curves on the (0001) surface of a block of quartz. The time-domain
traces and the corresponding group velocity slowness curves are shown
in Figure 7.50. The multiple pulses observed are due to a combination of
the presence of SAWs and pseudo-SAWs, as well as the energy folding
that occurs in anisotropic materials such as (0001) quartz. The group
velocity slowness curves obtained experimentally can be further processed
to obtain the anisotropic material constants as described by Castagnede
et al. (1991).

7.5 Conclusion

In this chapter, various laser ultrasonic techniques and their applications
are outlined. The material discussed here represents only a small cross
section of the topic. It is not meant to be exhaustive, but rather to be
illustrative. 

FIGURE 7.50
Group velocity slowness of z-cut quartz.
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8.1 Introduction

 

In many ways, electromagnetic acoustic transducers (EMATs) are very sim-
ple devices; a pulse of current through one or several wires (a coil) placed
in a magnetic field generates a pulse of ultrasonic energy in a metal. The
underlying physics of this coupling (going from energy in an electromagnetic
field to energy in an elastic wave) is very well understood. In addition to
first principles derivations of practical quantities such as insertion loss or
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transfer impedance (these are defined later), there are simpler models that
yield the same results. The first principles derivations are useful as they
show exactly where the various models break down. 

Although this is a text with an academic orientation, our discussion of
EMATs will not begin with a first principles derivation of the coupling
between an external electromagnetic field and the atomic lattice in a metal.
A first principles discussion is very lengthy and it adds little to one’s under-
standing about how EMATs work and where they can be applied. Later in
this chapter, we give some references to first principles derivations. With the
assistance of much published literature, we will develop an accurate, quan-
titative description of the response of a wide variety of EMATs by applying
the widely used Lorentz force model. This treatment is valid for nonmagnetic
metals and magnetic metals when in a large applied field (near magnetic
saturation, magnetostriction does not contribute much to the electromechan-
ical coupling). Near the end of this chapter, we discuss some of the uses that
have been made of EMATs in magnetic metals and give references to quan-
titative descriptions of how EMATs work in magnetic metals. In many cases,
no special consideration of the magnetic properties of the metal is needed. 

It is not very useful to discuss practical applications of EMATs (after all,
this is an engineering text) without making direct and detailed references to
how EMATs (the coil) are excited when operating in the transmit mode and
how the EMAT (the coil) is used with the receiver electronics in the receive
mode. Additional considerations are needed when the same EMAT is used
for both transmission and reception of elastic waves, the so-called pulse-
echo (PE) mode. To this end, a portion of this chapter is devoted to the circuit
and other practical aspects of using EMATs.

This chapter is not intended to be a review of the EMAT literature. EMAT
theory and practice has been discussed in several review articles. The reader
can refer to Alers and Burns (1987), Dobbs (1976), Frost (1979), Maxfield et
al. (1987), and Thompson (1990) for a general review of EMAT theory and
applications and to Alers et al. (1990) for a review of how EMATs are used
in nondestructive testing (NDT). These reviews and other chapters in this
text are all one really needs for a complete understanding of EMAT theory
and practice. Where additional details are desired, the reader is referred to
the other literature cited at the end of this chapter as well as references in
the above-mentioned review articles. 

 

8.2 A Basic Yet Practical EMAT

 

Before getting involved in a description of the coupling between an external
electromagnetic field and the atoms within a metal, I first want to describe
how one particular real EMAT works. Figure 8.1 is a drawing of an EMAT
that uses a cylindrical permanent magnet (PM) and a spiral-wound coil like

 

1462.book  Page 496  Monday, December 1, 2003  3:06 PM

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



 

Electromagnetic Acoustic Transducers

 

497

the one shown in more detail in Figure 8.2a. Although this EMAT does not
generate a pure mode (one gets a combination of radially polarized shear
waves and longitudinal waves, both propagating perpendicular to the sur-
face), it is an efficient and practical EMAT for nondemanding tasks like
thickness gauging. This EMAT is placed on or very near a metal surface. A
one- or two-cycle pulse of radio frequency (RF) current (at the frequency of
the ultrasonic wave one wishes to generate) is passed through the coil.
Maxwell’s equations (Jackson, 1962) tell us that this coil current generates a
mirror image current in the metal surface (in electromagnetics, this is called
the eddy current). The magnetic field produced by the PM covers the entire
area over which eddy currents are generated. The magnetic Lorentz force
on these eddy currents is transferred to the atomic lattice in the metal. 

As described in Section 3.1, it is this Lorentz force on the eddy currents
that generates the elastic wave. Electromechanical coupling takes place
within the skin depth. Since the skin depth is an intimate part of the metal,
no mechanical bond or impedance mismatch accompanies this coupling
process. In terms of previous discussions in this book, the Lorentz force on
the induced current is a body force that appears, for instance, in Chapter 1,
Equation 1.79. This chapter uses mostly the same general notation for param-
eters like displacement, force, frequency, etc. as in Chapter 1. In order to

 

FIGURE 8.1

 

A small permanent magnet shear wave EMAT about 25 mm in diameter and 40 mm high.

 

FIGURE 8.2

 

Efficient planar coils that can be used for EMAT construction: (a) spiral coil, (b) double-elongated
spiral coil, and (c) single-elongated spiral coil. Frequently, all but the darkened area is shielded
so that eddy currents are generated in the metal surface only beneath the darkened area. The
return current in the surface covers a much larger area. One advantage of placing the entire
coil near the surface is that the return current path is tighter.

MAGNET

EMAT RF COIL

BNC

(a) (b) (c)
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maintain consistency with the published literature, some deviations from
the notation in Chapter 1 have been introduced. These are pointed out at
appropriate points within this chapter.

Although the operation of this EMAT sounds rather simple, there are many
important details that enter into designing and building a useful EMAT (of
course, the same is true for designing and building piezoelectric transducers
that are also widely used for nondestructive testing). In Sections 8.4, 8.5, and
8.6 of this chapter, we look at many aspects that must be considered in the
design, construction, and use of EMATs. I hope that this brief introduction
to a real EMAT is sufficient to motivate the reader to work through the details
of EMAT responses that follow.

 

8.3 The Lorentz Force Model

 

8.3.1 Generating an Elastic Wave

 

When an EMAT is used as a transmitting device, electromagnetic energy is
converted or transformed into elastic energy. When an EMAT is used as a
receiver, the reverse occurs; namely, elastic energy is converted into electro-
magnetic energy. These basic processes are illustrated by the elementary
EMAT structures shown in Figure 8.3. Figure 8.3a shows a time varying
current, I, in a thin strip near the metal surface and its image current density,
J. A static magnetic field, B

 

O

 

, is applied at some angle to the metal surface
in the x-z plane. As shown in Figure 8.3a, the magnetic Lorentz force, f, on
the eddy current lies in the surface and perpendicular to J. This body force
is given by 

 

f 

 

=

 

 J 

 

¥

 

 B

 

O

 

 

 

(8.1)

 

NOTE:

 

In this chapter, vector quantities are indicated by bold script.

 

 

 

It is shown below that this body force generates a shear displacement
polarized (with displacement motion) in the direction of the Lorentz force
and propagating away from the surface. 

Figure 8.3b illustrates the inverse or reception process where a shear wave
of peak displacement, u, is reflected from the metal surface beneath the strip.
We will return to this after our description of elastic wave generation. 

An EMAT being used as a transmitter is fundamentally a current oper-
ated device. This means that the elastic amplitude is proportional to the
current through the wire. Many wires can be placed in close proximity to
give a reasonable approximation to a current sheet (more about this later).
If the current is the same in all wires, then one obtains a reasonable
approximation to a plane wavefront propagating away from this part of
the surface.
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These arguments describe generally how there can be direct conversion of
energy in an external electromagnetic field to energy in an elastic wave and
how a plane wave might be generated. As mentioned in the introduction, a
completely general, quantitative description, though reasonably straightfor-
ward, is a great deal more complex. Such a treatment is of little direct value
from the point of view of understanding how practical EMATs work and
how to use them. For further discussions of these electron-lattice interactions
and how external electromagnetic fields can generate elastic waves in metals,
in some cases without an applied magnetic field, the reader is referred to
Gaerttner et al. (1969) and Dobbs (1976) and the many references contained
in this chapter.

Any EMAT is a collection of wires placed in a static magnetic field. The
body force (the driving force per unit volume), 

 

f

 

, is given by Equation 8.1.
This equation describes the driving force at each point in the metal surface.
The magnetic field may be in any direction and the induced current density, 

 

J

 

,

 

FIGURE 8.3

 

Representations of elemental EMATs consisting of a wire/strip or wires/strips of metal in mag-
netic field placed on or near a metal surface: (a) a strip carrying a current, I, placed above
the surface induces a surface current density, J, in the region beneath the strip or a set of
wires (a coil) of n turns per meter produces a surface magnetic field given by Equation 8.3
and (b) a metal strip bonded to the surface moves horizontally in the magnetic field when a
shear wave is reflected from the surface. This generates an electric field along the strip given
by Equation 8.24.
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may be arbitrarily complex. The propagating elastic displacement that results
from any particular collection of wires and magnets is the sum of these body
forces over the induced current distribution, 

 

J(x,y)

 

. Pardee and Thompson
(1980) have developed a formal structure to calculate the far-field radiation
pattern of any EMAT (any collection of wires and magnets), and they have
calculated the far-field radiation patterns for some of the practical coil-
magnet structures that have been used to date to build EMATs. Other useful
methods for calculating the elastic wave transmitter and receiver character-
istics of EMATs (what I will refer to generally as the EMAT response) have
been given by Maxfield and Hulbert (1975), Frost (1979), and Kawishima
(1984).

As shown in the works cited above, calculating the actual response of even
a simple EMAT can be a major task. These calculations sometimes obscure
the basic physics and essential features needed to understand EMATs from
a user’s point of view. In order to develop an accurate understanding of the
operation of EMATs in a simple and useful form, we turn to the Lorentz
force model. This was first presented by Gaerttner et al. (1969) and since
then it has been presented in various forms. The discussion below is a com-
bination of what I believe to be the best features of several previous presen-
tations. In particular, I have chosen to use almost the same notation as in the
review paper of Thompson (1990). Following this work, I have chosen to
express the Lorentz driving force in terms of the surface traction because this
relates more directly to other work in ultrasonics. One obtains the surface
traction by integrating the driving force, f, in the depth direction; namely, 

 

T 

 

=

 

 

 

J(z) 

 

¥ 

 

B

 

O

 

dz

 

(8.2)

 

to obtain the surface driving stress or traction. Using the coordinate system
defined in Figure 8.3, Maxwell’s equations, and following methods given in
Jackson (1962) and employed by Thompson (1990), the RF magnetic field in
the vicinity of the center of the current sheet induced in the metal surface
by a current of I amperes in a coil is given by
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(8.3)

 

where j 

 

=

 

 , n is the coil winding density in turns/meter and (

 

i, j, k

 

) are
the unit vectors in the (x, y, z) coordinate system defined in Figure 8.3 (notice
that the half-space occupied by the metal is z < 0). The electromagnetic skin
depth, 

 

d

 

, is given by
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 is the electrical conductivity in (
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is the magnetic perme-
ability in H/m; 
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f; and f is the frequency in Hertz of the current, I,
through the coil. If the metal is nonmagnetic, then 
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The induced current density can now be obtained from the Maxwell equa-
tion, 

 

J

 

 

 

=

 

 

 

curl

 

 

 

H,

 

 where displacement currents are neglected because NDT
ultrasonic measurements are always done at sufficiently low frequencies to
make this an excellent approximation. Solving this Maxwell equation gives
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exp[(1 

 

+

 

 j)z/
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]

 

(8.5)

 

Like the magnetic field, the current density decays exponentially into the
metal. Using this in Equation 8.2 gives 
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where
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=
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dz

 

(8.6)

 

 

The elemental EMATs shown in Figure 8.3 use wires/strips in a static
magnetic field. This field may be at any angle to the surface; Figure 8.3 shows
this field at some arbitrary angle in the x-z plane so the applied or bias field
in the EMAT is given by 
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Consequently, substituting this field and Equation 8.5 into Equation 8.1 gives
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This force has components in the plane of the metal surface (proportional
to B

 

0Z

 

) and perpendicular to the surface (proportional to B

 

0X

 

). Navier’s equa-
tion for the dynamic case written in vector notation for an elastically isotropic
medium is given by Chapter 1, Equation 1.79 (see Chapter 1, Section 1.1.14) as

 

(8.8)

 

where 

 

l

 

 and 

 

m 

 

are the Lame

 

¢

 

 constants (which have units of Pascals)
described in Chapter 1.

This is now sufficient information to allow the lattice equation of motion
to be solved. Equation 8.8 is a vector equation that must be solved with
appropriate boundary conditions. There are two useful boundary conditions
for elastic wave problems: a stress free surface where (

 

∂

 

u

 

Z

 

/

 

∂

 

z)

 

z

 

=

 

0

 

 

 

=

 

 0, and a
fixed or rigid surface where u(z 

 

=

 

 0) 

 

=

 

 0. Two special cases of the magnetic
field direction illustrate all of the important aspects of elastic wave genera-
tion with EMATs. The special cases are for the applied magnetic field (often
referred to as the bias magnetic field) parallel and perpendicular to the metal

Ú

( ) ( )l m m+ � � ∑ + � + =u u f2 0
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surface. When the magnetic field is perpendicular to the surface, the 

 

J 

 

¥ 

 

B

 

Lorentz force is in the plane of the surface; this configuration generates shear
displacements in the metal. When the magnetic field is parallel to the surface,
the 

 

J 

 

¥ 

 

B

 

 Lorentz force is perpendicular to the surface; this configuration
generates longitudinal displacements in the metal. For these reasons, solu-
tions of Equation 8.8 in the literature for the magnetic field perpendicular
to the surface are sometimes designated with a subscript “S,” and solutions
for the magnetic field parallel to the surface are sometimes designated with
a subscript “L.”

The solution to Equation 8.8 with the body force given by Equation 8.7
has two components of displacements. The one generated by B

 

0X is a longi-
tudinal wave given by

uZF = {[jTZZ/(l + 2m) k][1 + j(d2k2/2)]-1}{-exp(jkz) + 0.5[(1 + j)kd]exp[(1 + j)z/d]}
(8.9) 

for the stress-free boundary condition, (∂uZ/∂z)z=0 = 0, and by 

uZR = {[jTZZ/(l + 2m)k][1 + j(d2k2/2)]-1}
(8.10)

{dk/2}{-exp(jkz) + 0.5[(1 + j)kd]exp[(1 + j)z/d]}

for the rigid boundary condition, u(z = 0) = 0. The displacement generated
by B0Z is a shear wave given by

uXF = {[–jTXX/mk] [1 + j(d2k2/2)]-1} {-exp(jkz) + 0.5[(1 + j)kd]exp[(1 + j)z/d]}
(8.11)

for the stress-free boundary condition, (∂uZ/∂z)z = 0 = 0, and by

uXR = {[jTXX/mk] [1 + j(d2k2/2)]-1}{dk/2}{-exp(jkz)

+ 0.5[(1 + j)kd]exp[(1 + j)z/d]} (8.12)

for the rigid boundary condition, u(z = 0) = 0.
In all these equations, k = 2p/L, L is the wavelength of the elastic wave

that is generated and the surface tractions are given by

TXX = nIB0Z (8.13)

TZZ = nIB0X (8.14) 

The shear and longitudinal wave velocities are given in m/sec by cS and
cL, respectively. The shear and longitudinal wavelengths are given in meters
by LS and LL, respectively, where
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cS = [m/r]1/2 (8.15)

cL = [(l + 2m)/r]1/2 (8.16)

L S f = cS (8.17)

L L f = cL (8.18)

kS = 2p/L S (8.19)

kL = 2p/L L (8.20)

and r is the material density in kg/m3. 
It is also useful to define the shear and longitudinal wave acoustic imped-

ances, z; namely,

zS = rcS (8.21)

zL = rcL (8.22)

Also, in earlier work, we have defined a parameter, 

b = d2k2/2 (8.23)

since b, rather than the conductivity, is the important parameter when ana-
lyzing the EMAT response.

There are several features of the above solutions to Equation 8.8 that are
worth noting. First, let us look at the role of b. This parameter is determined
by the ratio of the electromagnetic skin depth to the wavelength of the elastic
wave that is generated. This is the only parameter that couples the electro-
magnetic and elastic properties of the metal. Combining Equation 8.4 and
Equation 8.23, it is clear that b is small at low frequencies. Looking at
Equation 8.10 and Equation 8.12, we see that the leading term in the elastic
displacement for rigid surface boundary conditions is proportional to b. The
rigid surface displacement actually peaks around b =  1. The behavior of a
free surface is quite different. Here, the displacement is independent of b for
small b and decreases with increasing b.

The driving force is expressed in terms of tractions or surface stresses (see
Chapter 1, Figure 1.4). As pointed out in Thompson (1990), to be completely
accurate, the surface stresses, TXX and TZZ, as defined by Equation 8.13 and
Equation 8.14 should be called the effective stresses as they are only the
tractions in the high conductivity limit, b << 1. 

As noted, b is the only quantity in the displacement equations that
couples the elastic and electromagnetic properties of the metal. Table 8.1
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Electromagnetic Acoustic Transducers 505

gives values of r, s, cS, cL, zS , and zL for a few representative metals; Table 8.2
gives the values of d, L S, L L, bS, and bL for frequencies of 0.3, 1.0, 3.0, 10,
and 30 MHz for some of these materials. Having a quick reference to these
values is useful when seeking approximate ranges in which to operate when
using EMATs to generate any elastic wave, not just the bulk waves discussed
above. 

The role of b in reducing the efficiency of an EMAT is shown very clearly 
in Figure 8.4 where b is increased smoothly and continuously by increasing 
the temperature. Agreement with the theory discussed above is quite ac-
ceptable. Referring to Table 8.2, one sees that the high conductivity limit is 
valid for all of these materials except stainless steel at frequencies below 3 
MHz. The free- and fixed-surface transmit and receive EMAT response for 
three representative metals — pure aluminum with s = 37, tungsten with 
s = 18, and lead with s = 4.5, all in units of (mOhm-m)-1 as a function of 
frequency is given in Figure 8.5 where the frequency dependence only 
enters through b.   

8.3.2 Receiving an Elastic Wave 

So far we have discussed how elastic waves are generated by an electromag-
netic field external to the metal. All the processes involved are linear and all
the conditions for reciprocity are satisfied. Consequently, the same mecha-
nisms will work to allow the energy in an elastic wave to be converted into
electromagnetic energy.

Before we get to an exact treatment of using EMATs as elastic wave receiv-
ers, we want to present a simple model that illustrates very directly how
EMATs receive elastic waves. Figure 8.3b illustrates the inverse or reception
process where a shear wave is reflected from the metal surface beneath a
massless conducting strip that is bonded to the surface. The shear elastic
wave polarized in the x-direction (perpendicular to the strip direction) will
move the strip back and forth in the magnetic field. The charges of electric
charge, e, in this moving conductor experience a magnetic Lorentz force
given by ev ¥ BO, where v is the elastic wave displacement velocity given
by v = wAi and A is the displacement amplitude. Using the standard con-
stitutive equation for a conductor (the generalization of Ohm’s law when a
magnetic field is present [Landau, 1960, p. 205]), this force gives rise to an
electric field given by (Jackson, 1962)

E = v ¥ BO (8.24)

This electric field integrated along that part of the strip, L¢, illuminated by
the shear wave gives an open circuit voltage of

VOC = L¢ wA BOZ (8.25)
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506 Ultrasonic Nondestructive Evaluation

This is exactly the result we obtain below using the Lorentz force model and
reciprocity theory.

8.3.3 The Transfer Impedance

In the remainder of this section, we present two different (but equivalent)
approaches to describing the total EMAT response (generating the elastic
wave and then receiving it at a later time such as is done in standard
ultrasonic PE and pitch-catch [PC] measurements). Both of these treatments
have been published elsewhere. We have found the first (Maxfield and
Hulbert, 1975; Gaerttner et al., 1969) to be very useful when analyzing how
best to incorporate an EMAT into an actual measurement circuit. The second
treatment was developed by Thompson (1990); it has the important advan-

TABLE 8.2

  Wavelength, Skin Depth, and b at Several Frequencies

Aluminum

Frequency
(MHz)

Shear 
Wavelength 

(mm)

Longitudinal
Wavelength

(mm)
Skin Depth 

(mm) bbbb Shear
bbbb 

Longitudinal

0.3 10.33 21.33 0.154 0.004 0.001
1 3.10 6.40 0.084 0.015 0.003
3 1.03 2.13 0.049 0.044 0.010

10 0.31 0.64 0.027 0.146 0.034
30 0.10 0.21 0.015 0.437 0.103

Steel

Frequency
(MHz)

Shear
Wavelength

(mm)

Longitudinal 
Wavelength 

(mm)
Skin Depth

(mm) bbbb Shear
bbbb

Longitudinal

0.3 10.67 19.67 0.291 0.015 0.004
1 3.20 5.90 0.159 0.049 0.014
3 1.07 1.97 0.092 0.146 0.043

10 0.32 0.59 0.050 0.488 0.144
30 0.11 0.20 0.029 1.465 0.431

Stainless Steel

Frequency 
(MHz)

Shear 
Wavelength 

(mm)

Longitudinal 
Wavelength 

(mm)
Skin Depth 

(mm) bbbb Shear
bbbb 

Longitudinal

0.3 10.00 19.00 0.780 0.120 0.033
1 3.00 5.70 0.427 0.400 0.111
3 1.00 1.90 0.247 1.200 0.332

10 0.30 0.57 0.135 4.000 1.108
30 0.10 0.19 0.078 12.000 3.324
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Electromagnetic Acoustic Transducers 507

tage that it can be directly related to the EMAT signal due to the presence
of a flaw provided certain features of the flaw are known.

The equivalent circuit of an EMAT PC measurement is shown in Figure 8.6.
The transmitter coil represented by ZT is coupled to the receive coil repre-
sented by ZR by an elastic wave that propagates through the metal. The
acoustic power, PAI, generated by a current I through ZT is given by 

FIGURE 8.4
Dependence of the EMAT efficiency (insertion loss) upon the electromagnetic skin depth (the
skin depth is changed by changing the temperature via the temperature dependent conductiv-
ity). (From Gaerttner et al., Phys. Rev., 184, 702, 1969. With permission.)
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508 Ultrasonic Nondestructive Evaluation

PAI = 0.5 zS w2 Ú|uX(x,y)|2dxdy (8.26)

where u is the peak displacement amplitude; for example, for a shear wave,
this could be given by Equation 8.11. Equation 8.26 is a general expression
valid for the power radiated from any elastic source. Integrating, we have 

PAI = 0.5 zS w 
2|uX(x,y)|2 LW (8.27)

where LW is the effective area over which elastic wave generation takes place
and it is assumed that the displacement is uniform over the region beneath
the coil. In order to generate this elastic power, the generator/driver must
produce an electromagnetic power given by 

PEI = 0.5 I2 Re(ZTO + ZO) (8.28)

where Re[Z] stands for the real part of the impedance. The input power
coupling efficiency, hI, is defined by

hI = PAI/PEI (8.29)

FIGURE 8.5
The calculated EMAT relative efficiency for three metals that cover the range of metal conduc-
tivities for both free- and fixed-surface boundary conditions. The frequency dependence comes
from the electromagnetic skin depth (see Equation 8.4). Note the peak in response for fixed
surface boundary conditions.
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Electromagnetic Acoustic Transducers 509

The received acoustic power, PAR, is just the input acoustic power reduced
by the attenuation of the elastic wave as it propagates from the transmitter
to the receiver so 

PAR = PAI exp(-2az) (8.30)

where z is the absolute distance traveled by the wave before being received
and a is the amplitude attenuation coefficient. Using the receiver equivalent
circuit in Figure 8.6, the receiver output electromagnetic power, PER, is given
by 

PER = 0.5 V2/Re[ZR + ZRO] (8.31)

The receiver coupling efficiency, hR, is given by

hR = PER/PAR (8.32)

The main quantity of interest when working with EMATs is the transfer
impedance, ZT, defined as the open circuit output voltage divided by the
current through the EMAT; namely,

ZT = V/I (8.33)

From Equation 8.11, Equation 8.13, and Equation 8.30, in the limit b << 1, for
a = 0 and for the coil area given by LW, we obtain (where nT and nR are the
T and R coil winding densities) 

(8.34)

FIGURE 8.6
A schematic diagram of the transmitter and receiver coil circuits in an EMAT system; the
coupling or transfer impedance is via the acoustic wave propagating in the metal. The receiver
coil is a voltage source of internal impedance, ZR.
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510 Ultrasonic Nondestructive Evaluation

Reciprocity requires that the input and output coupling efficiencies only
differ by geometrical and circuit factors. If coils of identical area are used on
both sides, then

(8.35)

From Equation 8.11, Equation 8.13, Equation 8.21 and Equation 8.27 through
Equation 8.35, we obtain

(8.36)

Similar expressions have been derived for a variety of elastic modes. This
expression has been verified experimentally over the magnetic field range
of 0.1 to 10 Tesla (Gaerttner et al., 1969) in aluminum.

I have found it useful to break the transfer impedance into four separate
terms:

1. The intrinsic transfer impedance, ZTI, calculated in the high conduc-
tivity limit and not incorporating any liftoff (coil or magnet) effects
(this is the transfer impedance given above by Equation 8.36)

2. A magnet liftoff coefficient, FL(M)
3. A coil liftoff coefficient, FL(C)
4. A factor that includes the finite conductivity, F(b), where F(b) = 1 for

b = 0 for free surface boundary conditions

The total EMAT response is given by

ZT = ZTI FL(M) FL(C) F(b) (8.37)

For example, for a liftoff distance, G, the coil liftoff coefficient for a circular
coil of radius, RC, is

FL(C) = exp(-4pG/RC) (8.38)

with a similar expression holding for a rectangular coil. For a meander coil
(MC), we have

FL(C) = exp(-4p/GD) (8.39)

where D is the period of the MC. This same expression holds for FL(M) for
the periodic permanent magnet (PPM) EMAT described later with G being
the magnet liftoff distance. When FL(C) cannot be calculated easily, it can be
determined by measuring the coil impedance as a function of liftoff distance.
The same is true for FL(M). F(b) = (1 + b2)-1 appears to be a reasonable

h rR R O s RO Rn B LW c Z Z= ( ) +2 2 / /[Re( )]

Z n n B LW cT T R O s= 2 /r
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Electromagnetic Acoustic Transducers 511

approximation for all free surface boundary condition problems (it is an
exact solution for normal beam shear and longitudinal waves), but this
expression has not been tested very extensively. For plate and surface waves,
one most likely should use separate shear and longitudinal values of b to
describe the different overlap integrals for the forces driving the shear and
longitudinal elastic displacements.

I have found the above treatment of transfer impedance to be useful for
estimating the EMAT signals for cases such as a back wall reflection and for
analyzing EMAT equivalent circuits such as the simple one shown in Figure
8.6 or the more complete one discussed in Section 8.6. 

From the point of view of the physics of elastic wave scattering and
estimating flaw signals, the best approach to understanding EMATs as
either a transmitter or receiver is the one developed and described by
Thompson (1990). Figure 8.7 shows a transmitter probe, A, connected to
an exciter or driver having an output voltage, VO, and internal impedance,
RO, by a transmission line of length, s. The receiver probe, B, is connected
to the receiver preamplifier having an input resistance, RO, by a transmis-
sion line of length s¢. To avoid the need to consider reflections in the
transmission lines, the generator output impedance and the receiver input
impedance are both taken to be equal to the transmission line characteristic
impedance, ZO. Impedance matching can and should be used to satisfy
these conditions.

FIGURE 8.7
Conceptual view of an EMAT measurement as needed to apply the reciprocity theorem. (From
Thompson, R.B., in Physical Acoustics, Academic Press, New York, 1991, pp. 157–200. With
permission.)

B

b
S

R0

R0

^

A

aS

VQ

SF

1462.book  Page 511  Monday, December 1, 2003  3:06 PM

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



512 Ultrasonic Nondestructive Evaluation

As given by Thompson (1990), the voltage and current at any point in the
transmission line connected to probe A is given by

V = VI [exp(-jks) + Gaa exp(jks)] (8.40)

I = [VI/ZO][exp(-jks) - G aa exp(jks)] (8.41)

where s is measured from the probe, Gaa is the voltage reflection coefficient
at probe A, and VI is the peak voltage. When the transmission line is matched
to the probe, Gaa = 0. A similar set of equations can be written for probe B;
namely,

V = VI Gba exp(-jks¢)] (8.42)

I = [VI/ZO][Gba exp(-jks¢)] (8.43)

where s¢ is measured from probe B and Gba is the voltage transmission
coefficient of the probe assembly (the combination of probes A and B).

As pointed out by Thompson (1990), one significant benefit of this
approach is that Gaa and Gba fully describe the output electrical signal. More-
over, Thompson (1990) and Auld (1990) show that

dGba = Gba’ - G ba = (-1/4P) (v1 ¥ T2 - v2 ¥ T1) ¥ ndS (8.44)

where the integral is over the closed flaw surface, SF, show n in Figure 8.7,
Gba is the transmission coefficient in the absence of the flaw, G1

ba is the trans-
mission coefficient in the presence of the flaw and n is the inward-directed
unit vector normal to the flaw surface. Here, v is the material displacement
velocity (this was used in Equation 8.24 and gave the term proportional to
wA in Equation 8.25) and T is the stress field radiated by the probes. The
subscript “1” describes those fields that are excited when probe A is driven
by an electrical power, , in the absence of a flaw. The subscript “2”
describes those fields that would have been excited had the receiving probe
B been driven with the same power, P, and radiated into the medium with the
flaw present. Reciprocity requires that Gba  =  Gab. Following Thompson (1990),
we will use the superscript “I” to denote flaw-free fields.

Equation 8.44 is really an amazing result because it gives the electrical
signal produced by a flaw in terms of the flaw’s response to the radiation
patterns of the transmitter and receiver EMATs. These radiation patterns
have been calculated for a few special cases and one can expect more cases
to be calculated in the future.

Following Thompson (1990), we note that Gba and not dGba is actually mea-
sured. In the absence of elastic wave generation, the transmission coefficient
would be  and in the absence of a flaw, the response would be .

Ú

P V ZI O= 2 2/

Gab
e Gab

o
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Electromagnetic Acoustic Transducers 513

Consequently, the total transmission coefficient for a metal containing a flaw
can be represented by

(8.45)

The term, , is electrical cross talk between the probes. This can be made
negligible for pulsed ultrasonic measurements by time gating, but it must be
considered in continuous wave (cw) measurements such as some resonance
EMAT work. Also, in a pulse-echo (PE) measurement, time gating can
make  for the time span being measured. Thus, for several practical
EMAT measurement configurations where Gaa = 0, Equation 8.45 directly
describes the EMAT signal.

The situation is quite different in a PC measurement where . By
placing an unbounded crack between probes A and B, Thompson (1990)
developed an approximate expression for  in the PC configuration;
namely, 

(8.46)

The reader is referred to Thompson (1990), pp. 162 and 163 for additional
discussions on the utility of this approach. It is particularily illustrative to
note that Equation 8.46 is essentially the overlap integral of the radiation
patterns (both in the absence of a flaw) of the two probes. Once one develops
an understanding of the radiation patterns of EMATs, either from calcula-
tions such as presented by Pardee and Thompson (1980) or through actual
measurements, it is possible to use this information to optimize any partic-
ular EMAT measurement configuration.

The PC method is used quite frequently with EMATs to measure the
change in arrival time of an elastic wave (typically, a guided mode) due to
some material anomaly in the path between the transmitter and receiver.
Here, the total transmission coefficient is given approximately by

(8.47)

where dGba remains to be calculated or modeled for the particular anomaly
of interest. For example, for a flaw small compared to the beam size, Gray
and Thompson (1983) show that 

(8.48)

where cw is the propagation speed for the scattered wave and A is the
scattered wave amplitude from the flaw. Although the tensor notation has
been dropped, the material displacement velocities (vI) should be taken in

G G G Gab ab
e

ab
o

ba= + + d

Gab
e

Gab
o = 0

Gab
o π 0

Gab
o

Gab
opc P n dSª - ◊( ) ◊Ú( / )1 2 v T2

I
1
I

G G Gab ab
opc

baª + d

d rGba w
I Ij c A f V V P= [ ][ ]2

1 22/ /
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514 Ultrasonic Nondestructive Evaluation

the direction of the wave polarizations linked by the scattering amplitude,
A. In the PC mode, it is dGba that produces the phase and amplitude changes
in the received signal. (In real measurements, it is also possible for energy
in a side lobe of the main beam to reflect from a large flaw or a material
discontinuity, such as a weld, and arrive at the receiver location at the same
time as the PC signal given by , because this energy can easily be as large
as that represented by a typical value of dGba, one obtains a false flaw signal.)

In EMAT measurements, one normally measures the transfer impedance
and not the transmission and reflection coefficients, Gab and Gaa. Referring to
Figure 8.7 and Equation 8.40 through Equation 8.43, one can show that the
transfer impedance, Zba, defined as the open circuit voltage from probe B
divided by the current through probe A, is given by

Zba = (Zbb + Zo) (Zaa + Zo) Gba/2Zo (8.49)

Following Thompson (1990), we note that in the general case, the transfer
impedance is given by 

(8.50)

where primes are used to denote radiated velocity and stress fields per unit
drive current. For example, the transfer impedance for a small flaw is given
by

(8.51)

where the parameters have all been defined previously.
As originally presented by Thompson (1990) and refined by Wildebrand

(1991), expressions for the transfer impedance show a commonality when
expressed in terms of the radiation resistance. Following Thompson (1990),
we define a normalized radiation resistance as

(8.52)

which is the stress of the radiated wave, rcL,Sw AL,S, divided by the effective
driving stress, T e and the other quantities are as defined previously. The
cosine factor accounts for the angular dependence of the power radiated
per unit length of the transducer. After Thompson (1990), Figure 8.8 gives
the normalized radiation resistance for aluminum for (a) longitudinal and
(b) shear vertical (SV) and shear horizontal (SH) waves. Assuming free-
surface boundary conditions, the transfer impedance for the MC EMAT (see
Figure 8.9) is 

Gab
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Electromagnetic Acoustic Transducers 515

|Zba| = [2/rc][2BO/D]2{[sin pa/D]/pa/D}2 R LW (8.53)

where R is the normalized radiation resistance given by Equation 8.52. The
transfer impedance for a PPM EMAT in Figure 8.9 is

|Zba| = [8/p2rc][nBO]2 RS LW (8.54)

where RS is the shear wave radiation resistance. Equation 8.53 and Equation
8.54 are the intrinsic transfer impedances as defined by Equation 8.37. This

FIGURE 8.8
Normalized radiation resistance, R L,S, for plane wave generation by MC and PPM EMATs in
aluminum. In each case, the curves are labeled by the component of driving traction considered.
(a) longitudinal wave; (b) shear vertical and shear horizontal waves. (From Thompson, R.B., in
Physical Acoustics, Academic Press, New York, 1991, pp. 157–200. With permission.)
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516 Ultrasonic Nondestructive Evaluation

treatment has the advantage of dividing the EMAT response into factors that
describe the physical properties of the material and probe and the one factor,
R, the radiation resistance, that describes the physics of the generation and
reception processes.

8.3.4 EMAT Displacement Profiles and Radiation Patterns

The Lorentz force model, Maxwell’s equations, and Equation 8.8 are used to
calculate the displacement field of EMATs. The easiest real EMAT configu-
ration to calculate is the spiral coil EMAT shown in Figure 8.1. Maxfield and
Hulbert (1975) and Kawashima (1984) have given solutions to Equation 8.8,
in both cases using the vector potential in the metal given by Dodd and
Deeds (1968) or Onoe (1968). Although this calculation is relatively straight-
forward, it is lengthy. The interested reader can refer to the above references
for more information.   

The important conclusion that can be drawn from all of these works is
that excellent quantitative agreement can be obtained between the calculated
and measured response. Figure 8.10 compares the measured and calculated
values for the voltage generated in a small receiver coil by the radial shear
displacement generated by using a four-cycle pulse of current through a

FIGURE 8.9
The three EMAT configurations with the currents, magnetic fields, and resulting forces sche-
matically illustrated. (From Thompson, R.B., in Physical Acoustics, Academic Press, New York,
1991, pp. 157–200. With permission.)
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Electromagnetic Acoustic Transducers 517

spiral coil like that shown in Figure 8.2a. The small rectangular receiver coil
was scanned along a projection of the coil diameter on the metal face opposite
the spiral coil (a PC configuration). The complete calculated response for
this same transmitter coil is shown in Figure 8.11. Further details related to
these measurements and calculations are available in Maxfield and Hulbert
(1975) and Maxfield et al. (1987). A much more impressive set of calculations
are presented by Kawashima (1984). Figure 8.12 shows the excellent quan-
titative agreement between the measured and calculated pulse response of a
spiral coil like that in Figure 8.2a. Kawashima (1984) provides all the infor-
mation needed to reproduce both the calculations and experiments that were
conducted.  

These calculations and measurements as well as calculations and measure-
ments of EMAT radiation patterns given below provide ample evidence that

FIGURE 8.10
Comparison of the calculated (circles) response of a 19 mm diameter (RC = 8.5 mm) spiral coil
with the measured response (solid line). This signal was received on the opposite side of an
aluminum plate with a 2 ¥ 2 mm rectangular solenoid coil. The large coil was about 0.13 mm
above the metal surface. There is a sign change in the voltage at the center because the receiver
coil is scanned across the center of the spiral coil (the current is in opposite directions on opposite
sides of the coil).

FIGURE 8.11
A reconstructed calculated acoustic mode pattern for the conditions specified in Figure 8.10.
(From Maxfield et. al., Mater. Evaluation, 45, 1166, 1987. With permission.)
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518 Ultrasonic Nondestructive Evaluation

we have (or could develop) an excellent quantitative understanding of all
magnet-coil configurations that are used to construct EMATs. One interesting
aspect of the ability to calculate the EMAT response very accurately is that
it should be possible to develop an EMAT that could serve as a transfer
standard for elastic energy in a metal.  

So far, we have developed examples based on the generation and detection
of bulk shear and longitudinal waves. As mentioned in Section 3.1, the
Lorentz force model has been used by Pardee and Thompson (1980) to
calculate the surface traction for different current and field distributions.
Their work develops the basic equations needed to calculate the surface
traction for the three types of EMATs shown in Figure 8.9. The results of
calculations for a specific PPM and a specific MC EMAT are also given.
Figures 6 to 14 in Pardee and Thompson (1980) are of great value when
trying to understand the details of waves generated by these EMAT con-
figurations. I recommend reading Pardee and Thompson (1980) before
designing or building a practical EMAT even if one does not contemplate

(a) (b)
FIGURE 8.12
A comparison of the calculated output voltage (lower curve) and the measured (oscilloscope
photo) ultrasonic wave pulse generated by an electromagnetic surface force: (a) longitudinal
wave pulse. (b) shear wave pulse, both for propagation along the surface normal. Similar
agreement is obtained for off-axis propagation (From Kawashima, H., IEEE Trans. Sonics Ultra-
sonics, SU-31, 83–94, 1984. With permission.)
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Electromagnetic Acoustic Transducers 519

actually doing the calculations described therein. Also of great value are
calculations (or measurements) of the far-field radiation patterns of EMATs.
There is a tremendous amount of information in the far-field EMAT radiation
patterns; for example, see Figures 22 to 35 of Pardee and Thompson (1980).
The reader should note that the far field can be several EMAT lengths
(probably in the range up to 50 wavelengths for most EMATs currently being
used) from the end of the EMAT.

EMAT radiation patterns are often not that difficult to measure. Methods
are described, for example, in Maxfield and Hulbert (1975), Maxfield and
Fortunko (1983), and Kawashima (1984). The experimental configuration in
Figure 8.13 was used to obtain the radiation patterns measured in the sagittal
plane of the PPM SH EMAT shown in Figure 8.14. The three plots in Figure
8.15 are taken at different excitation frequencies that correspond to different
main lobe angles. The solid lines in Figure 8.15 are not calculated results.
These radiation patterns are qualitatively similar to the calculated response
for a 6-wavelength-long PPM SH EMAT shown in Figure 24 of Pardee and
Thompson (1980). The main lobe in Figure 24 is much narrower than the
measured response in Figure 8.15 because the EMAT in the calculations is
three times longer. Using the configuration in Figure 8.13, it is relatively easy
to measure the beam characteristics of an EMAT. This can be a very important
step in understanding the signals obtained in EMAT measurements. 

8.3.5 Guided Modes

EMATs have found very widespread use for generating surface and guided
waves in metals. The physics of surface and guided mode propagation has
been described in many places. This text describes surface and plate wave
generation and propagation in Chapter 1, Section 1.2.9 and Section 1.2.11,
respectively. Another description of surface and plate waves, including many

FIGURE 8.13
An experimental configuration that can be used for mapping EMAT directivity patterns. (From
Maxfield and Fortunko, Mater. Evaluation, 41, 1399, 1983. With permission.)
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520 Ultrasonic Nondestructive Evaluation

FIGURE 8.14
The SH-wave directivity pattern of a PPM SH EMAT for (a) 400 kHz, (b) 500 kHz, and (c) 700
kHz. (From Maxfield and Fortunko, Mater. Evaluation, 41, 1399, 1983. With permission.)
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Electromagnetic Acoustic Transducers 521

calculations and practical examples, is given by Auld (1990). Rose (1999)
gives a very detailed and easy-to-follow description of guided elastic waves
in solids. Summarizing what was discussed in Chapter 1, no single plane
wave will satisfy the free-surface boundary condition for waves propagating
parallel to the surface of either a half space or plate. For these cases, one
uses a superposition of partial waves. A surface wave requires the superpo-
sition of two partial waves, one longitudinal and the other shear. For a plate,
two longitudinal waves and four shear waves are needed to satisfy the stress
free boundary conditions at both surfaces. For a half-space, the solution is
a Rayleigh wave consisting of two partial waves both decaying with depth
and propagating parallel to the surface. For a plate, the partial wave solution
separates into two parts; the first consists of two shear waves representing
displacements both parallel to the surface and perpendicular to the propa-
gation direction (these give rise to the SH plate modes), and the second
consists of two shear waves and two longitudinal waves polarized in the
sagittal x-z plane and propagating in the x-direction (these give rise to the
symmetric and antisymmetric Lamb modes).

Exciting these waves requires periodic forces in order match the phase
conditions for wave propagation. Guided and surface waves can be excited
with exactly the same EMAT structures as used to generate bulk SH- (the
PPM EMAT) bulk-SV waves and longitudinal waves (the MC EMAT). The
transfer impedances, however, are quite different from the bulk wave cases.
Using a normal mode formalism developed by Auld (1969) and Auld and
Kino (1971), Thompson (1973) has shown that the surface displacement of a
Lamb wave generated by a meander coil is given by

FIGURE 8.15
Cut-away view of a PPM EMAT that has good rejection of common mode electrical pickup.
(From Maxfield and Fortunko, Mater. Evaluation, 41, 1399, 1983. With permission. Also, see
Maxfield et. al., Mater. Evaluation, 45, 1166, 1987, for additional information on SH EMAT
construction.)
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522 Ultrasonic Nondestructive Evaluation

(8.55)

(8.56)

where the tractions (the high conductivity limit, b << 1, is assumed) are given
by Equation 8.13 and Equation 8.14 and L is the EMAT length. The properties
of the Lamb wave enter through the angle, j, which is the relative phase
angle between the normal and tangential surface displacements of the prop-
agating mode and the mode admittance, YM, which depends upon the direc-
tions of the exciting current and applied magnetic field. For a description of
the admittance parameter, see Thompson (1973). The normalized admittance
curves for some symmetric and antisymmetric Lamb waves are given in
Figure 8.16 through Figure 8.18. As shown in Figure 8.19, the Rayleigh wave
admittance is a function of Poission’s ratio. The relationship between the
Rayleigh velocity and Poission’s ratio is described in Chapter 1, Section 1.2.9.
These admittance parameters (such as in Figures 8.16 to 8.18) and the Lamb
wave dispersion curves (these can be calculated as described in Chapter 1,
Section 1.2.12.2 with an example given in Chapter 1, Figure 1.31) are needed
for designing plate wave EMATs. It is very important to pick modes that
have a small admittance. Generally, the normalized admittance must be less
than 10 in order for that mode to be excited with enough power to be useful
for measurements.

Thompson (1990) shows that the surface tractions produced by an MC on
a plate are given by

[TZZ/I] = BOX[4/D][{sin(pa/D)}/{pa/D}][cos(2px/D)]exp(-2pG/D)
(8.57)

[TXZ/I] = -BOZ[4/D][{sin(pa/D)}/{pa/D}][cos(2px/D)]exp(-2pG/D)
(8.58)

from which it is shown that the transfer impedance is 

(8.59)

where the tractions include the coil liftoff coefficient. SH plate modes are
excited by the surface forces produced by the PPM EMAT structure shown
in Figure 8.9. Thompson (1990) shows that the surface traction and wave
admittance for the PPM EMAT structure on a plate are given approxi-
mately by

[TYZ/I] = [-4nBO/p] [cos(2px/D)]exp(-2pG/D) (8.60)

| | / / exp( ) // / /u L Y Txz Y j Txz Yx Mx Mx Mx= [ ] [ ] + - [ ]w j2 2 21 2 1 2 1 2

| | / / exp( ) // / /u L Y Txz Y j Txz Yz Mz Mx Mx= [ ] [ ] + - [ ]w j2 2 21 2 1 2 1 2

| | [ / ] / exp( ) // /Z T IY j T IY L Wba XZ Mx ZZ Mx= [ ] - - [ ]w j2 1 2 1 2
2

22
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Electromagnetic Acoustic Transducers 523

YMy = rwcs
2 b[(w/cs)

2 - (np/b)2]1/2/en (8.61)

where en = 1 for n = 0 and en = 2 for n > 0. From this, it can be shown that

(8.62)

where the traction includes the magnet liftoff coefficient. Chapter 1,
Section 1.2.11 describes how one calculates the dispersion relation for SH-
plate waves. Thompson (1990) also gives expressions for the dispersion
relation and group and phase velocities for SH plate waves using the same
notation as above.

8.4 Practical EMATs

This section gives EMAT designs for two of the EMAT structures that have
been discussed above. In addition, we describe how these designs can be

FIGURE 8.16
Normalized admittances for the n = 0 symmetric and antisymmetric Lamb modes. (From
Thompson, R.B., in Physical Acoustics, Academic Press, New York, 1991, pp. 157–200. With
permission.)
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524 Ultrasonic Nondestructive Evaluation

adapted to generate all of the other waves and modes that have been dis-
cussed in this chapter.

8.4.1 An EMAT for Generating Normal Beam Shear Waves

Figure 8.20 shows a practical EMAT design for normal beam shear waves
(with SH polarization) for nonmagnetic metals, and Figure 8.21 shows a
similar EMAT more suitable for use with a magnetic metal. These and several
other useful EMATs are described in Papadakis et al. (1999). These EMATs
both use the coil shown in Figure 8.2b. The EMATs are shown positioned
relative to a test block. In one, a steel pole cap is used to increase the flux
density in the vicinity of the coil near the magnetic surface. The dominant
mode produced by these EMATs is a shear wave polarized perpendicular to
the induced current. As described in the next paragraph, there is also a
longitudinal wave generated, especially near the outer regions of the coil.

PMs do not produce spatially uniform magnetic fields. The magnetic field
at various positions near the front face of a PM not having a pole cap is
given in Figure 8.22 through Figure 8.24. The features to note are that the
magnetic field at the metal surface (a distance h2 from the magnet face, see

FIGURE 8.17
Normalized admittances for the n = 1 symmetric and antisymmetric Lamb modes. (From
Thompson, R.B., in Physical Acoustics, Academic Press, New York, 1991, pp. 157–200. With
permission.)
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Electromagnetic Acoustic Transducers 525

Figure 8.20 decreases with this liftoff distance as shown in Figure 8.22. Figure
8.23 shows that the perpendicular component of the field, HZ, at and near
the metal surface is reasonably constant over the central region of the PM.
The magnetic field profile around an electromagnet of the same dimensions
is very different so these curves are only valid for PMs. Within the different
types of PMs, these curves will be a reasonable approximation to the actual
field profiles if all fields are scaled by HZ(0,0), the z-component of the mag-
netic field at the center of the end of the PM. The radial component of the
magnetic field of the cylindrical magnet is shown in Figure 8.24. Note that
this field increases approximately linearly with distance from the cylindrical
axis of the magnet, and that it can easily reach 0.1 to 0.2 T (1 to 2 kOe) near
the magnet radius. Similar curves for a PM of rectangular cross section are
not dramatically different for the central half of the magnet pole area. Mag-
netic field profiles around PMs can be calculated using one of several mag-
netic analysis software packages that are available commercially. Sometimes,
suppliers of PMs will provide these profiles.

With this quantitative information about the fields produced by a cylin-
drical PM, it is instructive to look at how the EMAT shown in Figure 8.1
actually performs. Suppose that a spiral coil such as the one shown in
Figure 8.2a with a radius of 0.8RM, where RM is the magnet radius, is placed

FIGURE 8.18
Normalized admittances for the n = 2 symmetric and antisymmetric Lamb modes. (From
Thompson, R.B., in Physical Acoustics, Academic Press, New York, 1991, pp. 157–200. With
permission.)
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526 Ultrasonic Nondestructive Evaluation

near the PM so that the distance (h2 – h) = 1.4 mm and h = 0.5 mm. The
profile of the perpendicular component of magnetic field at the metal surface
directly beneath this coil is given by curve (d) in Figure 8.23. The profile of
the radial (horizontal) component of magnetic field at the metal surface

FIGURE 8.19
Normalized Rayleigh wave admittance as a function of Poission’s ratio. (From Thompson, R.B.,
in Physical Acoustics, Academic Press, New York, 1991, pp. 157–200. With permission.)

FIGURE 8.20
Sketch of a permanent magnet EMAT for the generation of linearly polarized shear waves.
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Electromagnetic Acoustic Transducers 527

beneath this coil is given approximately by curve (b) in Figure 8.24. The
perpendicular field component generates a shear wave propagating away
from the surface with a displacement given by Equation 8.11. The radial
component of the magnetic field generates a longitudinal wave propagating
away from the surface with a displacement given by Equation 8.9. The
magnitude of the displacement profile for a spiral coil placed very near the
surface is shown in Figure 8.11.

Several other features of this simple EMAT are worth noting. The actual
displacement profile of a spiral coil is not a simple plane wave propagating
away from the surface. Because the current on one side of the coil is exactly
opposite in direction to the current on the other side of the coil, one dis-
placement is 180∞ out of phase with the other. Looking at Figure 8.20 or
Figure 8.21, it is also clear that the coil is also close to a PM. This means that
eddy currents will be generated in the magnet. The magnetic field at the
surface of the PM is given by curve (a) in Figure 8.23. Consequently, a shear
elastic wave is also generated within the PM. If the other end of the PM is
reasonably flat and parallel to the front surface, this elastic wave will return
to the front surface at a later time where it may be detected by the EMAT
coil acting as a receiver. This PM signal can be reduced substantially by

FIGURE 8.21
(a) Two elongated-spiral coils connected in series as shown in section A-A and biased by a
magnetic field. The magnet pole cap shown in section B-B confines the magnetic field to the
desired region for magnetic materials. (b) The central region of these coils is closer in elevation
to the metal surface than the remainder of the coil. This generates a somewhat rectangular
region of approximately linear current density surrounded by a much larger region of returning
current. The pole cap confines the magnetic field primarily to the region where the induced
current density is linear. The shield must be grounded and at least 50% larger than the total
coil size.
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528 Ultrasonic Nondestructive Evaluation

FIGURE 8.22
Magnetic field profiles: dependence of the axial component of magnetic field along the magnet
symmetry axis as a function of the distance from the magnet face for three length-to-diameter
ratios. These curves will scale approximately for other Sm-Co magnets if normalized to the
magnetic field at the center of the magnet face. Nd-Fe-B permanent magnet curves can be
derived approximately from these curves by dividing the Nd-Fe-B length-to-diameter ratio by
2, normalizing as described above and comparing with the Sm-Co curves.

FIGURE 8.23
Radial dependence of the axial field component of a Sm-Co permanent magnet for different
liftoff distances. The same scaling procedures as given in Figure 8.22 can be used to estimate
the behavior of Sm-Co magnets of different length-to-diameter ratio and for Nd-Fe-B magnets.
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placing a thin metal sheet between the coil and the PM and not bonding this
thin strip to that part of the PM immediately behind the coil. It is often useful
to place a piece of soft iron or cold-rolled steel on the backside of the PM.
This material causes more of the magnetic flux in the PM to exit via the back
face than would be the case if this iron were not used. This has the effect of
making the PM a little longer than its true length. The curves shown in
Figure 8.22 through Figure 8.24 depend upon the length-to-diameter ratio
of the PM. For example, the perpendicular component of the magnetic field
at the end of the magnet, HZ(0,0), increases with the length-to-diameter ratio.
Placing a block of iron on the backside of the PM increases the front field
by 10% or so at very little cost. Also, the PM sticks extremely well to cold-
rolled steel. Since it is easy to drill holes in the steel and not in the PM, this
backing material can be very useful for anchoring the PM to the EMAT
housing (permanent magnet materials tend to be rather hard and brittle).

Figure 8.21 shows in cross section the planar (flat) coil in Figure 8.2b placed
near a metal surface (Figure 8.21 shows the outer portions of the coil shielded
by a conducting sheet [see the caption] and a little further from the metal
surface). This approach is useful for defining the beam aperture. 

8.5 EMATs and Magnetic Metals

In magnetic metals, the Lorentz force is only one of the electromechanical
coupling mechanisms. The first description of electromechanical coupling

FIGURE 8.24
Radial dependence of the radial field component of a Sm-Co permanent magnet. Scaling
procedures similar to those described for Figure 8.22 and Figure 8.23 apply.
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that generates elastic waves in magnetic metals was given by Thompson
(1978). A good review of this coupling is contained in Thompson (1990). In
addition to the Lorentz force, magnetic metals have electromechanical cou-
pling because of magnetization and magnetostrictive forces. An exact treat-
ment of electromechanical coupling in magnetic metals is beyond the scope
of this chapter. Since magnetic steels are widely used engineering materials,
it is important at least to summarize this subject here.

When the MC EMAT configuration shown in Figure 8.9 is used with
magnetic metals, the transfer impedance depends much more strongly on
the orientation of the magnetic field than is the case for nonmagnetic metals.
Qualitative and quantitative differences in behavior are observed for both
the field parallel and perpendicular to the surface. Some of the advantages
of exploiting magnetic coupling mechanisms when they are available is
evident in Figure 8.25. Note that the ultrasonic amplitude around 0.02 T
where the contribution of magnetostriction is large is as great as in the
Lorentz force regime at a field 50 times larger (1 T). This can be an enormous
practical advantage.

Another important practical EMAT in magnetic materials uses the MC
configuration with the magnetic field parallel to both the current and the
surface (Thompson, 1991). In this case, the Lorentz force vanishes. The driv-
ing forces are such that SH-waves propagate parallel to the surface.

A practical implementation of this coupling mechanism has been developed
by Davidson (1999); one configuration of this given in Figure 8.26. This EMAT
has several features. First, both the transmit and receive EMATs use a pulsed
magnetic field to provide the bias field. This EMAT requires a bias field parallel
to the surface. It would require a magnet of large surface area (PM or electro-
magnet) to magnetize a thick plate even though the field requirement is not

FIGURE 8.25
Magnetic field dependence of the amplitude of the first antisymmetric Lamb mode generated
by a tangential field MC EMAT in steel (hot-rolled iron plate). The solid-broken line is a
theoretical prediction based on measurement of magnetostrictive properties and the dotted line
is a theoretical prediction based on a first principles model for grain rotation contributions to
magnetostriction. (From Thompson, R.B., IEEE Trans. Sonics Ultrasonics, SU-20, 340–346, 1978.
With permission.)
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great in magnitude. A pulsed magnetic field is naturally confined to the surface
region. Also, notice that the surface magnetic field is neither perpendicular to
the induced current nor the SH-wave propagation direction; this design feature
optimizes performance of this EMAT.

Electromagnets can be very useful when working with magnetic metals
because the applied field can be changed very easily. Similar performance can
be realized with PMs by moving them an appropriate distance from the surface.

Magnetic properties of common magnetic steels depend upon material
chemistry and mechanical processing (cold rolling, hot rolling, forging, etc.).
A hammer impact on a steel pipe can create a local magnetic anomaly that
will sometimes appear as a flaw or a region of small signal in an EMAT
measurement. Also, some steels, such as Cr-Mo steel used in fossil fuel
boilers, develop a magnetic coating and surface region that greatly enhance the
generation of elastic waves. Although the electromechanical coupling effi-
ciency of an EMAT can be greatly enhanced in magnetic metals, a successful
application may require a more complete knowledge of the material than is
the case for nonmagnetic metals.

Notwithstanding the above statements, many of the descriptions given in
Section 8.3 and Section 8.4 of this chapter apply in a general sense to magnetic
metals, especially in applied fields above 0.3 T in steel. Although the magnet
liftoff coefficient is very different from that of nonmagnetic metals, the coil
liftoff coefficient is exactly the same. 

8.6 Using EMATs

To evaluate the displacements that are generated when using EMATs, we
look at the displacement generated by the EMAT in Figure 8.21. For steel at

FIGURE 8.26
A magnet and coil structure that is useful for generating SH-waves by magnetostriction. Small,
pulsed magnets are used to generate a biasing magnetic field parallel to the surface and at an
angle to the propagation direction so as to maximize the transduction efficiency. (Figure pro-
vided by P.K. Davidson.)
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1 MHz in an applied field of 1 T perpendicular to the surface and a current of
100 Amperes flowing through a coil having a winding density of 1000 turns/m
(1 turn/mm), Equation 8.11 gives a peak displacement of 0.64 nm. This is
between one and two orders of magnitude smaller than the displacement
produced by a typical piezoelectric transducer (the damping or backing of
an NDT piezoelectric transducer has a large influence on the output dis-
placement). Some plate wave EMATs can generate displacements that are
easily 10 times larger so EMATs used for plate wave generation will some-
times generate displacements that are as large as could be generated by a
piezoelectric transducer producing the same mode. Some wave modes are
easier to generate using EMATs, while others can only be generated with
EMATs. However, under most conditions where EMATs are being used, they
generate elastic displacements that are at least an order of magnitude smaller
than those that could be generated using a piezoelectric transducer. 

From the above discussion, it is clear that one should only consider using
EMATs when one or more of their advantages are needed. The main advan-
tage of EMATs is that they do not require a mechanical couplant between
the transducer and test object. Another advantage related to this is the ability
to operate at elevated temperatures. Although there has been much work in
this area, a discussion of the many design factors related to high temperature
EMATs is beyond the scope of this chapter. Some elevated temperature work
is cited in Maxfield et al. (1987). 

Because EMATs generate small voltage signals, it is necessary to give
special attention to how EMATs are incorporated into the drive and receive
electronics of the measurement system. Figure 8.27 shows a general sche-
matic of how an EMAT may be connected to a measurement system. The
upper portion is for a PE configuration. The lower portion shows how a
separate coil would be connected as a receiver in the PC configuration. Below,
we give the basic requirements for the various system components.

FIGURE 8.27
Schematic representation of methods for connecting an EMAT in an EMAT system.
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The EMAT driver is quite different from the exciter for a piezoelectric
transducer. The objective of an EMAT driver is to pump current through the
coil. In general, the driver output resistance will not be equal to the coil
resistance so some form of impedance matching, represented by transform-
ers, T1 and T2, should be used to make the best possible use of the power
available in the driver. Because the current used to excite an EMAT can reach
several hundred amperes, a matching transformer can require ferrite cores
having a large cross-sectional area, sometimes as much as 100 mm2. Another
approach is to design the EMAT coil so that it matches the EMAT driver that
is being used. 

In the PE configuration, the receiver has a direct electrical connection to
the driver even when the driver is not supplying current to the EMAT coil.
Some form of isolator, represented here by I1, is needed between the receiver
and driver. Figure 8.27 shows this isolator placed at the driver output (the
resistors, which are much larger than the EMAT resistance, aid in pulse
recovery of the drive circuit). If a long cable is used between the driver and
EMAT (not a recommended approach), then there may be an advantage to
placing the isolator and transformers near the EMAT. One type of EMAT
driver uses semiconductors to alternately switch the EMAT between a pos-
itive voltage and ground or between a positive and negative voltage. In this
way, one generates a square voltage pulse at the frequency one requires for
EMAT operation. It is quite obvious that this is not the time dependence
assumed in writing Equation 8.3 or in solving Equation 8.8. Most of the time,
square wave voltage excitation works just fine, partly because the EMAT
acts like a filter. This is especially true for the EMAT structures shown in
Figure 8.9 because they are inherently fairly narrowband devices. If the user
is concerned about this type of driver generating unwanted harmonic con-
tent in the elastic wave, then an appropriate filter can be placed as shown
in the drive circuit.

The tuning capacitor, C, can be useful. This capacitor should be chosen so
that it forms a slightly under damped or critically damped circuit with the
EMAT resistance, inductance and shunt capacitance. It is usually best to
place C close to the EMAT. There are many useful tips on working with RF
circuits in ARRL Handbook for Radio Amateurs (2001). In particular, there is a
description of narrowband matching between a transmitter and a load
EMAT.

In the PE configuration, the receiver is connected directly to the driver
while the excitation current is applied to the EMAT. Since the voltage across
the EMAT can easily reach many hundreds of volts (the transient voltage can
be several times the output voltage of the driver), it is easy to damage the
sensitive electronics in the receiver circuit. The limiter is there to protect the
receiver. The resistor in the limiter needs to be several times larger than
the impedance of the EMAT to avoid shunting some of the driver current
around the EMAT. In addition, the input resistance of the receiver pream-
plifier should be at least a few times larger than the series resistor in the
limiter in order to avoid significant signal loss in this voltage divider. As
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described below, the receiver resistance is a source of noise. It can be a
challenging task to balance all the competing factors, especially if receiver
impedance matching transformers are used.

The above considerations sometimes dictate altering the EMAT system
diagram shown in Figure 8.27. There are two common alternatives. The first
is to use an active (electronic) switch to connect the EMAT to the receiver.
Such a switch is opened just before the current pulse is applied to the EMAT
so there is a high impedance between the driver and receiver (here, it can
be important to give careful attention to capacitive coupling). After the drive
current has returned to zero and most of the stored energy in the EMAT
inductance has dissipated, the switch is closed so the receiver is connected
to the EMAT coil. This allows for optimum matching of the EMAT to the
receiver and enables one to obtain the lowest possible electronic noise in the
receiver circuit. A second approach is to use a separate receiver coil. If one
uses a printed circuit coil or a coil made of fine wire, the receiver coil may
be placed beneath the transmitter coil without adding much additional liftoff
or screening of fields generated by the transmitter coil. Using a second coil
near the transmitter coil still leaves one with a large induced voltage to
manage. This can be handled by the methods described above, but an active
switch is probably the best method to use.

Additional discussions related to specific parts of the EMAT system are
presented below. 

8.6.1 Circuit and Electronic Considerations for EMATs

Using an EMAT as a receiver is a very different circuit function than using
it as a transmitter. Here, we discuss optimizing receiver performance when
separate transmitter and receiver coils are used. 

A good first step in understanding EMATs as receivers in real circuits is to
look at Equation 8.25. The displacement amplitude at the receiver is deter-
mined by the transmitting EMAT and the propagating medium so it is not
a variable in receiver EMAT design. The magnetic field should be as large
as possible but, beyond a few basic considerations, one is normally forced
to work with BO between 0.2 and 2 T. The length of wire that is placed
adjacent to the metal surface (the wire that is effective in receiving an EMAT
signal) can, in some cases, be made quite large but it is normally restricted
by other design factors. The bottom line is that many factors often limit the
design optimization process for the receiver EMAT coil even when it is
different from the T coil. This means that one needs to look critically at how
the receiver is connected into the EMAT system.

The most important factor to consider when using EMATs as receivers is
to obtain good impedance matching between the EMAT receiver coil and
the preamplifier. This requires matching the EMAT coil resistance, RS, to the
amplifier input resistance, RA. The receiver EMAT coil resistance is some-
times as small as a fraction of 1 W, while the input resistance of a preamplifier
is usually in the range of 30 to 300 W. Without proper impedance matching,
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this mismatch can result in an enormous loss of signal-to-noise ratio (SNR)
(but not necessarily a loss in signal). One does not normally think of a 30-
W input resistance amplifier as providing any significant problem when one
has a 1-W source. However, without using impedance matching, the noise
from the receiver input resistance can dominate the system noise behavior.
The best SNR is achieved when the source resistance is as small as possible
and yet dominates the system noise. This can be achieved, or at least approx-
imated, through impedance matching.

Broadband impedance matching transformers, usually of the transmis-
sion line type, are available commercially. Since currents in the EMAT
receiver circuit are usually very small, a receiver impedance matching
transformer does not require ferrite cores of large cross-sectional areas
(areas in the range of 1 to 5 mm2 are normally used). The possible exception
to this is when a receiver coil is connected to transformers without using
an active switch.

Although it is common to use small diameter wire or printed circuits for
EMAT receiver coils, the resistance of the rest of the receiver circuit before
the impedance matching transformers should be made as small as possible
in order to minimize the source noise resistance. A larger receiver bandwidth
can be achieved if the distance between the receiver coil and the matching
transformer is minimized because this minimizes the effective source capac-
itance. It is also important to shield the EMAT coil and any connecting wires
from stray electromagnetic pickup because this noise will also appear
directly as source noise. One very effective shield is a thin metal foil placed
in front of the EMAT receiver coil (between the coil and the metal surface);
this shield should be grounded to the object being measured using a very
tight mechanical or, preferably, a soldered connection that is as short as
possible. In a very noisy electrical environment, it is often beneficial to use
a differential amplifier and treat the shield as a guard. 

8.6.2 EMAT Noise Considerations

A combination of random electronic and coherent acoustic noise ultimately
limits the performance of any EMAT system. Random electronic noise will
always be present. The mean squared noise voltage of a resistance of R W,
Vn

2, is given by

Vn
2 = 4kTKRDf (8.63)

where k = 1.38 ¥ 10-23 J/K, TK is the temperature in Kelvin, and Df is the
system electronic noise bandwidth in hertz. As a practical example, let us
take a bandwidth of 1 MHz and use a receiver coil having a resistance of
5 W (a reasonable value for either a wire wound or printed circuit EMAT coil
that is near a permanent magnet and a metal surface). At TK = 300 K, this
gives a noise voltage of

Vn = 0.3 mVrms (8.64)
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536 Ultrasonic Nondestructive Evaluation

Let us assume that we are working with a low-noise preamplifier having
equivalent input noise resistance of 40 W; this will contribute a noise voltage
of Vna = 0.8 mVrms. A 1:9 impedance matching transformer (a voltage trans-
formation of 1:3) will give a total noise at the amplifier input of about
1.2 mVrms (the resultant noise is the square root of the sum of the squared
noise voltages or (Vn

2 + V2
na)

0.5. A 1-mVrms signal from the EMAT coil gives a
3 = m Vrms signal at the amplifier input for an input SNR of 2.5. Without the
transformer, the SNR is (1.0/0.85) = 1.2. Just using a matching transformer
doubled the SNR. Some EMATs have a source resistance as small as 0.1 W;
here, matching could achieve an increase of as much as 14 in the SNR. This
is the difference between a signal that cannot even be seen on an oscilloscope
and one that can be used directly for thickness gauging.

To put these numbers in perspective, the transfer impedance from Equation
8.36 is about 4 mW for steel at a field of 1 Tesla and using a coil that is 1 ¥ 1
cm. A current of 100 A through this coil gives an EMAT output voltage of
400 mV, well above the noise of a well-matched EMAT system.

One factor that can nullify any effort at impedance matching is electromag-
netic pickup. RF fields in the EMAT frequency operating range are everywhere
(e.g., AM broadcasts). If reasonable attention has been paid to shielding and
grounding, it is usually possible to reduce the general pickup noise in a receiver
circuit to the range of 0.1 to 1.0 mVrms. From the noise calculations given above,
it is clear that good shielding and grounding methods are essential for reliable
EMAT measurements. A good measure of system noise is obtained when the
EMAT system is ready to operate, but there is no current in the drive coil.

Coherent acoustic noise is much more difficult to estimate. It has two main
sources: grain scattering and multiple reflections in the material being stud-
ied and elastic waves generated in the EMAT magnet and case by the trans-
mitter current that, at a later time, induces a voltage in the receiver coil.
Spatial averaging, a signal processing method that is mentioned in Section
8.6.3, can be used to reduce coherent noise due to grain scattering and
multiple reflections. Temporal averaging of electronic signals is much more
common, but this does not reduce coherent acoustic noise.

The system electronic noise can also be reduced by decreasing the bandwidth.
Although this is usually not of much use when a half-cycle or single-cycle
excitation pulse is used, it can be of considerable benefit when multicycle tone
bursts are used to drive the EMAT. The longer the tone bursts, the smaller the
system bandwidth that is required to produce an undistorted signal of the
system response. There are both analog and digital methods for reducing the
signal bandwidth. Digital methods offer the greatest flexibility but analog meth-
ods can be an advantage if the system lacks sufficient dynamic range.

8.6.3 Signal Analysis Techniques

An extensive discussion of the many very useful signal analysis methods that
are available when working with EMAT signals is beyond the scope of this
chapter. In this section, we mention some methods that have proven useful. 
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Temporal averaging is the coherent summing of consecutive waveforms.
Since the signal will add coherently and the noise will add randomly, temporal
averaging improves the SNR of the overall waveform. The SNR improvement
is proportional to the square root of the number of times the signal is summed.
Many digitizing oscilloscopes have an averaging feature, and signal averaging
software is available in many standard signal-processing software packages.

Spatial averaging requires that the receiving transducer be moved a small
distance between each waveform acquisition. In this way, elastic scattering
from grains and other internal structure is made more random in a small region
where it is assumed the signal would otherwise be reasonably constant. Spatial
averaging is accomplished by acquiring signals for a number of closely
spaced EMAT positions. These signals must be added by shifting each in
time by an appropriate amount (an amount related to the distance moved).

When working with tone bursts signals, the time between two signals can
be calculated very accurately by calculating the cross-correlation function
(CCF) of the two signals. For example, suppose that two receivers are used
to measure a Lamb wave in a plate. The Lamb wave travel time between
the two receivers can be obtained by calculating the CCF of the two signals.
Many, perhaps up to 100, points in each signal are involved in this calcula-
tion. Using interpolation methods, the resolution available in this travel time
calculation can be much better than the digitization interval of the waveform.

8.6.4 Magnet Considerations

Many different types of magnets can and have been used for EMATs. The
most widely used and most convenient magnets are PMs. The curves in
Figure 8.22 through Figure 8.24 give a good general summary of the behavior
of PMs in EMATs on nonmagnetic metals. For a more detailed description
of permanent magnets, the reader can refer to Parker (1990).

The magnetic field at the end of a PM depends upon the length-to-diameter
ratio of the PM (LM/DM), the PM material, and the magnetic circuit. In an
open magnetic circuit such as used in the EMAT in Figure 8.1 with a non-
magnetic metal, the magnetic field at the end of the PM will be about one-
half the residual induction (for definitions of the magnetic terms used here
as well as for a good description of designing magnetic circuits using PMs
see Parker, 1990) for (LM/DM) > 1 for most rare earth PMs like SmCo and
(LM/DM) > 2 for NdFe PMs.

Although electromagnets are not commonly used in commercial applica-
tions of EMATs, there are cases where they should at least be considered in
EMAT design. For example, if an application requires a magnet of large area
and the EMAT will be used on or around steel, the magnetic forces can be
large and even hazardous to the operator. An electromagnet has the advan-
tage that the field may be shut off. Some uses of electromagnets with EMATs
are covered in Alers and Burns (1987) and Maxfield et al. (1987).

Another form of bias magnetic field was mentioned with respect to the EMAT
configuration shown in Figure 8.26. Pulsed field EMATs were first reported by

1462.book  Page 537  Monday, December 1, 2003  3:06 PM

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



538 Ultrasonic Nondestructive Evaluation

Fortunko and MacLauchlan (1980) and there have been several successful appli-
cations of pulsed magnet EMATs since then (e.g., Alers and Burns, 1987).

Pulsed electromagnets are basically a coil with a core of laminated iron or
air. Core lamination is needed so that eddy current generation does not
seriously limit the rate at which fields can increase or decrease. Pulsed
magnets in EMATs are useful primarily when relatively low fields (less than
0.1 T) or low repetition rates (less than a few Hz) are acceptable.

8.7 Summary

The objective of this chapter was to give the reader a quantitative description
of EMATs, an appreciation of where they might be used, and an understand-
ing of how to use them. The references cited herein are in no way a complete
set of references to the large body of EMAT work that has been published
as that is a job for review papers. Many of the references cited are to work
that I have done or colleagues have done with whom I have worked or have
otherwise been associated. This is no accident. It has been these workers and
their contributions that, in many cases, have helped to shape my approach
to understanding, designing, and using EMATs. 

Some useful references, including some to work of myself and co-workers,
have been omitted because they did not relate directly to the objectives of
this chapter. I believe that the reader will find the cited literature adequate
to fill in the background material needed to thoroughly understand what
has been presented. I have tried to minimize the literature cited so the reader
can focus attention on those few works that relate most directly to under-
standing and using EMATs. About half of the references are included because
one or more figures were used. In most cases, the reader should only need
to refer to the literatue cited and pertinent background given in Section 8.1.
Finally, I would like dedicate this chapter to the memory of Dr. Christopher
M. Fortunko who contributed so much to my understanding of EMATs and
their use. 
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9.1 Introduction

 

There have been a number of recent advances in sensing technologies and
material/structural damage characterization combined with current devel-
opments in computation and communication. These developments have
resulted in a significant interest in creating new diagnostic technologies for
monitoring the integrity of both existing and new structures in real time
with minimal human intervention. Using distributed sensors to monitor the
health state of in-service structures is possible if sensor signals can be accu-
rately interpreted to reflect 

 

in situ

 

 structural condition through real-time data
processing. The complete system can be integrated and automated to per-
form real-time inspection or damage detection.

The essence of structural health monitoring (SHM) technology is to
develop autonomous systems for the continuous monitoring, inspection, and
damage detection of structures with minimum human labor. The develop-
ment of such systems would involve many disciplines such as structures,
materials, sensors/actuators, signal processing, and intelligent software.

Although conventional nondestructive testing (NDT) techniques can be
considered within the framework of structural health monitoring, there can
be a difference in data interpretation between the traditional NDT and SHM.
The traditional NDT techniques tend to use direct measurements to deter-
mine the physical condition of the structures. No historical data are needed.
The accuracy of the diagnosis depends strongly on the resolution of the
measurements, which rely heavily on the equipment. However, the SHM
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techniques would use the change in the measurements at the same location
at two different times to identify the condition of the structures. Historical
data are crucial for the technique. The accuracy of the identification depends
strongly upon the sensitivity of sensors and the interpretation algorithm. 

The potential direct benefits from such systems are enormous. These
include:

1. Real-time monitoring and reporting — maintenance cost savings
2. Minimum human involvement — labor, downtime, and human

error reduction
3. Automation — safety and reliability improvement 

 

9.2 Existing Diagnostic Methods in SHM

 

Novel diagnostic methods or interpretation algorithms are needed to relate
the sensor measurements to the physical conditions of structures in terms
of damage. The current diagnostics methods in SHM can be classified as a
vibration or wave propagation method.

 

9.2.1 Vibration-Based Method

 

9.2.1.1 Global Vibration Method 

 

The global vibration-based method looks for changes in structural dynamic
characteristics due to structural damage. The basic principle is that structural
damage will change the physical properties of a given structure, such as
mass, damping, and stiffness, which are also functions of modal parameters
such as natural frequencies, mode shapes, and modal damping.

A large number of papers have been published on this method, and
Doebling et al. have provided a detailed literature review on vibration-based
damage detection.

 

1

 

 The majority of the work presented in this review was
limited to laboratory tests on representative structures (beams and simple
plates), assuming linear damage detection where the initially linear-elastic
structure remains linear-elastic after damage. The linear vibration approach
results in inherently low sensitivity to defects such as cracks.

 

2

 

 A body with
a fatigue crack exhibits nonlinear vibrations because of the stiffness change
at the instant of crack opening and closing.

 

5

 

 Some researchers have focused
only on crack detection using vibration characteristic with a crack modeled
as a slit.

 

2–5

 

 
The accuracy of relating small changes in modal parameters to small flaws

such as cracks is very controversial since it is known to vary depending on
test variables such as excitation type, measurement location, number of
measurements, and boundary conditions. The method may not be sensitive
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to local damage such as a small crack that does not change the dynamic
characteristic of the structure. 

 

9.2.1.2 Local Vibration (Electromechanical Impedance) Method

 

The electromechanical (E/M) impedance method has been accepted as a
structural health monitoring method because of its relative simplicity and
applicability to complex structures.

 

6–9

 

 The basic concept of this method is to
use high-frequency vibrations to monitor a local area based on the changes
in structural impedance that would indicate structural flaws. The method
uses small-sized piezoelectric sensors bonded to an existing structure with
a self-sensing mechanism. These piezoelectric active sensors placed at critical
locations measure changes in local vibration characteristics and relate them
to the extent of the structural damage.

 

9.2.2 Wave Propagation Method

 

The wave propagation method uses a transmitter and receiver, as in a pitch
and catch configuration, to send a diagnostic stress wave along the structure
and measure the changes in the received signal due to structural flaws.
Piezoelectric sensors can be used as a both actuator (transmitter) and sensor
(receiver) because of its piezoelectric effect. In plate-like structures, Lamb
waves can propagate relatively long distance and are found to be sensitive
to various types of structural damage (e.g., delamination, cracks, and cut-
outs, for example).

 

10–14

 

 This method is effective for detecting local damage
in a large area (or hot spot) of the structure. The chapter will focus on this
method. 

 

9.3 Built-In Structural Health Monitoring System

 

Based on sensor functionality, all the structural health monitoring systems
can be classified into two types: passive sensing and active sensing. 

For a passive sensing system, only sensors are installed in the structures.
Sensor measurements are constantly taken in real time, while the structures
are in service, and are compared with a set of reference (healthy data). The
sensor-based system estimates the condition of the structure based on the
data comparison. Because the input energy to the structure is typically ran-
dom and unknown, the corresponding sensor measurements reflect the
response of the structures to the unknown inputs. This type of diagnostics
has been primarily applied to determining unknown inputs that cause
changes in sensor measurements such as external loads, incipient cracks,
temperature, and pressure.
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For an active sensing system, known external mechanical or nonmechan-
ical loads are input to the structures through built-in devices such as trans-
ducers or actuators. Since the inputs are known, the difference in the local
sensor measurements based on the same input is strongly related to a phys-
ical change in the structural condition such as the introduction of damage. 

The chapter will focus on an active sensing system based on piezoelectric
materials. Typically, the system would consist of three parts: an integrated
sensor network, a controller, and diagnostic software. This chapter will pri-
marily address the diagnostic software for the piezoelectric-based active
sensing system. Both the integrated sensor network and the controller will
be briefly mentioned. More related information can be found in the refer-
ences section.

 

15–17

 

9.4 Integrated Sensor Network and Controller

 

9.4.1 SMART Layer

 

Chang and Lin

 

15

 

 recently invented a manufacturing technique to integrate
a network of piezoelectric sensors into a dielectric film (so-called SMART
Layer™ [Acellent Technologies]) using electronic circuit printing techniques.
A SMART layer can be surface mounted on metallic structures or embedded
inside composite structures. Figure 9.1 shows the typical rectangular shape
of the SMART layer with embedded 12 lead zirconate titanate (PZT) sensor
networks. The SMART layers can be customized in different shapes depend-
ing on the applications or geometry of the structures (Figure 9.2).

 

16–17

 

 
In this chapter, the SMART layer is selected for deployment of the piezo-

electric sensor network. Various sizes of the SMART layer will be customized
for each selected applications to be discussed later. 

 

FIGURE 9.1

 

Rectangular SMART layer with embedded sensor networks.
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9.4.2 Piezoelectric Effect

 

Typically, the SMART layers use the thin disk types of piezoelectric materials
of PZT ceramic as actuators and sensors. As illustrated in Figure 9.3, when
an electric field is applied, the material produces dimensional changes. Con-
versely, when mechanical pressure is applied, the crystalline structure pro-
duces a voltage proportional to the pressure. The mechanical and electrical
axes of operation are set during “polling,” the process that induces piezo-
electric properties in the ceramic. Because of the anisotropic nature of piezo-
electric materials after polling process, its effects depend on direction.

The following electromechanical equations describe the effects of a piezo-
electric material:

 

(9.1)

(9.2)

 

where

 

  S

 

ij

 

 

 

=

 

 strain tensor

 

=

 

 compliance tensor (constant electric filed)

 

E

 

k

 

=

 

 applied electric filed

 

FIGURE 9.2

 

SMART layers in different shapes.

 

FIGURE 9.3

 

Deformation of piezoelectric disk by applied voltage.
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=

 

 dielectric constant (at constant stress)

 

T

 

kl

 

=

 

 stress tensor

 

d

 

kij

 

=

 

 piezoelectric constant 

 

D

 

i

 

=

 

 dielectric displacement

 

9.4.3 Controller

 

The controller interfaces with the sensor network or SMART layer for the
waveform generation and the multichannel data acquisition. The compo-
nents of the controller include the waveform generator, actuator/sensor
amplifier, switch box, and data acquisition (Figure 9.4). The controller is
operated by the diagonostic software embedded in the processor.

 

9.5 Diagnostic Software

 

The damage detection technique uses sensor signals generated from nearby
piezoelectric actuators built into the structures to detect any structural flaws.
It consists of three major components: diagnostic signal generation, signal
processing, and damage diagnostics.

 

9.5.1 Signal Generation

 

9.5.1.1 Diagnostic Waveform

 

A piezoelectric actuator can generate diagnostic waves that propagate along
the structure for damage interrogation. The changes in the received signals
can then be analyzed to reveal structural flaws. An appropriate diagnostic
waveform has to be chosen for the easy signal interpretation process. The
five-cycle windowed sine-burst signal shown in Figure 9.5a is widely used
in the field of nondestructive evaluation (NDE) for its good dispersion char-
acteristic and its sensitivity to structural flaws. A Hanning window is used to
concentrate the maximum amount of energy at the desired driving frequency. 

As Figure 9.5b shows, the waveform has a narrowband frequency spectrum
with its spectral density concentrated at the driving frequency. The narrower

 

FIGURE 9.4

 

Components in controller.
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the band width is, the less dispersion where the input waveform remains
about the same as it travels along the medium. If the number of cycles of
the input function is increased, the bandwidth will narrow but the time
duration of the wave will lengthen (Figure 9.6). When the time duration of
a wave is longer, the time resolution gets lower. There is always a trade-off
between a good dispersion characteristic and time resolution. 

 

9.5.1.2 Lamb Waves for Damage Detection

 

Lamb waves are a type of guided ultrasonic wave propagation between two
parallel surfaces of a plate-like structure. Lamb waves can be excited by the
surface mounted or imbedded piezoelectric actuators.

 

FIGURE 9.5

 

Diagnostic input waveform at driving frequency of 420 kHz. (a) Windowed burst signal with
five cycles; (b) frequency spectrum (power spectral density).

 

FIGURE 9.6

 

Effects of varying number of cycles on burst waveforms. (a) Burst signal with three cycles; (b)
burst signal with seven cycles.
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Lamb waves have been adopted extensively as an effective tool for eval-
uating defects by detecting changes in the received waveforms. Roh and
Chang

 

10

 

 proposed a built-in diagnostic technique to identify an anomaly
such as a hole in plates using scattering waves. The interaction of Lamb
waves with defects on plates was best investigated by Alleyne and Cawley,

 

11

 

whose results showed that the sensitivity of individual Lamb waves to
defects was strongly dependent on the frequency. Chang and Mal

 

12

 

 have
studied the scattering Lamb waves from a single rivet hole with artificial
edge cracks both theoretically and numerically. 

 

9.5.1.2.1 Theory of Lamb Wave Propagation

 

Lamb waves represent two-dimensional propagating vibrations in plates,
which are described by known mathematical equations originally formu-
lated by H. Lamb in 1917.

 

18

 

 There are two groups of waves, the symmetric
waves and the antisymmetric waves, that satisfy the wave equation and the
boundary conditions. The velocities of these waves depend on the frequency
and the thickness of the plate (the dispersion relation), and there are a finite
number of symmetric and antisymmetric modes that travel independently.
The dispersion relation is found by numerical solution of the Rayleigh-Lamb
equation:

 

(9.3)

(9.4)

(9.5)

 

where 
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have to be iteratively solved. Once the phase velocity dispersion curve is
obtained, the group velocity dispersion curve can be obtained from

 

(9.6)

(9.7)

 

where 

 

v

 

g

 

 

 

=

 

 the group velocity

 

w =

 

 the angular frequency

 

k

 

=

 

 the real wave number

 

9.5.1.2.2 Dispersion Curve

 

Figure 9.7 shows the group velocity dispersion curve for aluminum. Depend-
ing on the frequency-thickness values, a different number of modes may
propagate. In a practical application of Lamb waves, for the simplicity of
analysis, the values of frequency-thickness values are kept below the cut-off
frequency of the a1 mode, where there is only a fundamental symmetric
mode (s0) and a fundamental antisymmetric mode (a0) (the shaded area in
Figure 9.7).

When the wavelengths are large in relation to the thickness of the plate, the
fundamental symmetric mode and the fundamental antisymmetric mode are
equivalent to the extensional and flexural waves, respectively. The antisymmet-
ric mode is widely used in damage detection in composite structures due to
its sensitivity to delamination damages.

 

13–14

 

 The fundamental symmetric mode
has been used to detect surface crack growth in metallic structures

 

11

 

 and is
utilized in this chapter for fatigue crack detection.

 

9.5.2 Signal Processing

 

Before sensor measurements can be interpreted and related to structural
flaws (e.g., crack, delamination), the raw sensor measurements should be
represented for an easier and more effective interpretation. The raw sensor
measurements from sensors can be represented as the following forms with
different characteristics (Table 9.1).

 

19

 

As Table 9.1 shows, the time and frequency representation will give us the
most information about the sensor measurements. The plots of spectral
amplitude information in time and frequency axes are called spectrograms.
A Matlab

 

TM

 

 function from a signal processing tool box, 

 

specgram.m

 

, was used
to generate spectrograms. The 

 

specgram.m

 

 computes the windowed discrete-
time Fourier transform of a signal using a sliding window (short-time Fourier
Transform [STFT]). The spectrogram is the magnitude of this function.
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The STFT of a signal, 

 

s(t)

 

, is defined as

 

(9.8)

 

where 

 

h(t)

 

 is a window function. Since the window function 

 

h(t)

 

 has a short
time duration, by moving 

 

h(t)

 

 with Fourier integrals, the signal’s local fre-
quency properties evolving over time can be revealed. The Hanning window
is typically used as a window function.

A joint time-frequency analysis method based on the STFT can be used
for generating the envelope of the time varying signal and extracting time
of flight (TOF) information from sensor measurements.

 

10

 

 The group velocity
measurements can be then obtained from the following:

 

 

(9.9)

 

 

 

FIGURE 9.7

 

Group velocity dispersion curve for aluminum.

 

TABLE 9.1

 

Signal Representations

 

Pros Cons

 

Time domain Amplitude, wave 
speed

Inaccurate or impossible for complicated 
signal

Frequency domain Natural frequencies No time information
Time and frequency All of the above Trade-off between frequency and time 
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The group velocity measurement is used as key information for the signal
interpretation as it reveals the types of modes traveling along the structure.
Figure 9.8 illustrates the procedure of obtaining the TOF information and
the group velocity of the sensor measurement. Roh

 

10

 

 previously used this
approach to obtain the TOF information of the scattered wave from an
anomaly on an aluminum plate. Plot A in Figure 9.8 shows the input wave
and corresponding sensor measurement in time axis. Plot B is the spectro-
gram with time represented by the horizontal axis, frequency is represented
by the vertical axis, and spectral amplitude is represented by the axis coming

 

FIGURE 9.8

 

Extracting TOF information.
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out of the page. It shows the maximum spectral amplitude at a driving input
center frequency of 340 kHz. Plot C shows the distribution of the spectral
amplitude in the time axis along the line of the center frequency. This spectral
amplitude plot in time represents the envelope of the time signal after
normalization (plot D). Since the time signal contains lots of peaks and
valleys, the unique peak of the envelope on the first arrival wave packet
well defines the reference point for the TOF information. The TOF on the
first arrival wave packet can be obtained by taking the time difference
between the peak of the actuator and the peak of the first arrival envelope.

The wide-band spectrogram can be constructed from the STFT processes
of the collected data at different center frequencies. Figure 9.9 and Figure 9.10
show the collected sensor signals from 60 to 580 kHz input center frequencies
and corresponding sensor spectrogram, respectively. The wide-band sensor
spectrogram shows how the amplitude of the sensor signals distributes in a
wide range of frequencies and the time domain. It also helps to decide the
driving center frequency where it gives the best wave propagating resolution
or the highest signal-to-noise ratio. It also shows the dispersion relation of
Lamb waves in time and frequency axis as we connect the peaks of the first
and the second arrival wave packet (Figure 9.10). 

When a structural flaw such as a fatigue crack is introduced near the
actuator and sensor diagnostic path, changes in the sensor signals will occur,
allowing us to obtain the scatter signal representing these changes. As we
collect the scattered signal at a wide range of center frequencies, we can
obtain the wide-scatter spectrogram through the same procedure as the
wide-band sensor spectrogram.

 

9.5.3 Damage Diagnostics

 

When an elastic wave travels through a region where there is a change in
material properties, scattering occurs in all directions. The directly transmitted
signals are modified to the forward scattering waves, and the scattered energy

 

FIGURE 9.9
Collected sensor signal.
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provides good information about a presence of damage across the actuator
and sensor path. The scatter wave in the time domain can be obtained by
subtracting the baseline data recorded for the structure with the initial damage
size from the sensor data for the structure with the extended damagesize. 

The damage diagnostics in this chapter utilize an interactive Microsoft®
Windows program called Disperse, first developed by Pavlakovic and
Lowe20–21 to generate dispersion curves for a wide range of composite struc-
tures. Using Disperse, a group velocity dispersion curve for an aluminum
plate can be generated. Using the STFT-envelope method previously
described, the group velocity dispersion curve of an aluminum plate can be
plotted for fundamental modes and compared with the numerical results.
Figure 9.11 shows the good match between the numerical and experimental
results. The experiments results were obtained from a 3.175-mm thick alu-
minum plate. 

9.5.3.1 Damage Index

Since it is possible to compare the experimental group velocity with the
group velocity estimate by Disperse numerical results, it is easy to identify
the s0 mode wave packet. The damage index (DI) is defined as the relative
ratio of the scatter energy contained in the s0 mode wave packet to the
baseline energy contained in the s0 mode wave packet. This ratio can be
obtained by the time integration of the power scatter spectral density within
the s0 time-window at a specified frequency, which then can be non-
dimensionalized by baseline information such that

FIGURE 9.10
Wide-band sensor spectrogram.
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Ultrasonic Nondestructive Evaluation for Structural Health Monitoring 555

DI (9.10)

where 
Ssc = the time varying spectral amplitude of scatter signal
Sb = the time varying spectral amplitude of baseline signal 

w0 = the selected driving frequency (usually taken at the driving fre-
quency that gives the highest signal-to-noise ratio)

tf and ti = the upper bound and lower bound of the fundamental symmet-
ric mode in time domain, respectively

a = the gain factor 0 < a Â 1 (a = 0.5 was taken for this chapter since 
DI with a = 0.5 gave the good linear response to real fatigue 
crack growth by experiments)

Figure 9.12 graphically shows how the baseline and scatter energy can be
extracted from the spectrograms. The energy is directly related to the area
under the time varying power spectral amplitude.

9.5.3.2 Crack Detection Scheme

Figure 9.13 describes the damage detection scheme. Sensor measurements
are taken from the sensor network or the SMART layer installed on the
structure. The initial measurement is considered as a baseline that represents
the initial condition of the structure. After a signal-processing routine, we
can measure the group velocity from the baseline and using only a group

FIGURE 9.11
Group velocity dispersion curve (3.175-mm thick aluminum plate).
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556 Ultrasonic Nondestructive Evaluation

velocity estimate from a wave model by Disperse,20–21 we can then select the
s0 mode in time domain. This information is fed to the DI routine. The sensor
measurements at later times are subtracted from the baseline and represent
the signal changes or scatter signals. The damage index is then evaluated
based on the s0 mode wave packet selected initially. The procedure indicated
by the solid line in Figure 9.13 will be repeated for continuous structural
health monitoring. In this scheme only a minimal analytical work is required
and complex waveform simulations are not needed. 

9.6 Validating the Scheme

The crack detection scheme developed in earlier sections can be applied to
aircraft structures for crack detection. Examples include riveted aluminum
lap joints and a cracked aluminum plate repaired by a composite repair patch.

FIGURE 9.12
Energy contents in s0 mode.
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Ultrasonic Nondestructive Evaluation for Structural Health Monitoring 557

The SMART layers can be customized in different shapes depending on
the applications or geometry of the structures.16–17 As illustrated in Figure 9.14,
for monitoring multisite cracks on fuselage lap joints, the SMART layers will
have the shape of a strip known as a SMART strip. An actuator SMART strip
will be installed between rivet rows, and a sensor SMART strip will be
installed at a distance. This is a pitch and catch configuration where multiline
inspection is possible for covering a large area.

As Figure 9.15 shows, to monitor cracks underneath the bonded repair
patch, a SMART layer with the same shape as the repair layers will be
inserted into the conventional composite repair layers with minimum inter-
vention. Since a crack can grow in any direction, sensors and actuators will
be distributed around the initial crack location to monitor the entire repaired
region.

9.6.1 Riveted Lap Joints

9.6.1.1 Experiment Setup

Two identical aluminum single lap joints (936 ¥ 462 mm), called Airbus lap
joint 1 and Airbus lap joint 2, with two artificial 1.27-mm edge cracks at the
center rivet were used for a constant amplitude fatigue test under tensile
loading. Three SMART Layers by Acellent Technologies were surface
mounted as shown in Figure 6.3. The center strip located between the two
rivet rows was used as an actuator strip and the top and bottom strips were
used as sensor strips. Between specified cyclic loading intervals, ultrasonic
scans and eddy current tests were performed in order to detect crack initi-
ation and growth around 21 rivet holes. No visual inspection was possible
on the lap joints. 

FIGURE 9.13
Crack detection scheme.
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558 Ultrasonic Nondestructive Evaluation

FIGURE 9.14
The sensor network design for riveted lap joints.

FIGURE 9.15
The sensor network design for composite repair patches.
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In parallel with NDT evaluations, a SMART suitcase16–17 (a portable active
diagnostic instrument designed to interface with piezoelectric transducers)
was implemented to generate diagnostic signals from the actuator strip and
record measurements from the sensor strips. Using a built-in waveform
generator, a windowed sine-burst wave was generated as an input signal
over a wide frequency range of 100 to 900 kHz and corresponding sensor
measurements were collected at a sampling rate of 25 Msample/sec. The
processing time for signal generations and sensor data storage took 22 sec
to cover 19 rivets, which is significantly faster than conventional NDT meth-
ods. This processing time is based on the current specification of the SMART
suitcase by Acellent Technologies and test setups such as sampling points,
number of averaging points, and frequency bandwidth. Considering only
one frequency excitation likely gives enough information for damage diag-
nostics, the entire processing time, including interpretation processing time,
can be reduced even further. 

9.6.1.2 Conventional NDT Results

Between the specified cycle loading intervals, the ultrasonic scan and eddy
current test were performed in order to detect crack initiation and growth
around 21 rivet holes. The NDT technician looked for two possible cracks
at each rivet hole and marked the estimated crack lengths at different loading
cycles. Since the crack estimates by NDT had to be compared with SMART
strip results, the estimated crack lengths by NDT for the comparison purpose
were obtained from the summation of two crack lengths based on the diag-
nostic path location. For example, the estimated crack length by NDT at path

FIGURE 9.16
Lap joint specimen with SMART strips and diagnostic paths.
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560 Ultrasonic Nondestructive Evaluation

10 location is the summation of the estimated crack length at the left-hand
side of rivet #10 and the estimated crack length at the right-hand side of
rivet #11 (Figure 9.17). 

The crack growth estimates on both specimens by NDT methods at dif-
ferent loading cycles are shown in Figure 9.18 and Figure 9.19. There were
18 path locations for each specimen but, for the simplicity of the plot, only
some of them were selected in the results. Figure 9.20 compares the two
methods of crack detection. The ultrasonic technique in these experiments
usually tends to find cracks longer than the eddy current estimates with a
maximum estimate difference of 7.7 mm. No visual inspection was possible
because of the doublers installed at the joints. 

9.6.1.3 SMART Strip Results

9.6.1.3.1 s0 Mode Selection

In order to evaluate the DI for crack detection at the lap joint specimens, the
s0 mode wave packet must be identified. The analytical results and experi-
mental results of TOF are shown in Figure 9.21. The results strongly suggest
that the first arrival wave packet is the s0 mode wave for the DI evaluation
for crack detection at the lap joint specimens.

9.6.1.3.2 DI Results and Comparison

The DI was evaluated with the sensor measurements from 420-kHz input
signals where it gave the highest signal to noise ratio. As seen in Figure 9.16
and Figure 9.17, since each actuator-sensor diagnostic path is located
between a pair of rivet holes, the crack length detected by the path will be
the sum of the two crack lengths that can be initiated from each rivet hole. 

Among the crack estimate results at 18 actuator-sensor paths for each lap
joint specimen, Figure 9.22 shows the DI vs. the number of cycles along with
the NDT estimates on the secondary axis at the selected paths. Since different
NDT techniques have different crack detection resolution (Figure 9.20), the

FIGURE 9.17
Ultrasonic estimates of crack lengths (Airbus lap joint 1). 

40,000 cycles

65,000 cycles

80,000 cycles

100,000 cycles

120,000 cycles

140,183 cycles

160,256 cycles

Path # 

Rivet #1

1

2

2

3

3

4

4

5

5

6

6

7

7

8

8

9

9

10

10

11

11

12

12

13

13

14

14

15

15

16

16

17

17

18

18

19 20 21

1462.book  Page 560  Monday, December 1, 2003  3:06 PM

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



Ultrasonic Nondestructive Evaluation for Structural Health Monitoring 561

DI shows a different correlation with the ultrasonic and eddy current crack
estimates in Figure 9.23.  

The probability of detection (POD) is a characteristic that allows us to quan-
tify the quality of any NDT technique.22 To obtain the POD, the different crack
events monitored by NDT were ranked from the largest down to the smallest
crack length and then compared with the results obtained with the DI: 

(9.11)

where 
SC = sum of crack events recorded by the DI
M = total number of crack events recorded by NDT
N = serial event

FIGURE 9.18
Conventional NDT results (Airbus lap joint 1). (a) Eddy current crack growth estimate; (b)
Ultrasonic crack growth estimate.
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562 Ultrasonic Nondestructive Evaluation

Using the formula above, POD was evaluated in Figure 9.24, Figure 9.25,
and Figure 9.26. In Figure 9.24 and Figure 9.25, the two threshold levels of
the DI were used for the POD. A DI of 0.1 is a good threshold level where
crack lengths down to 5 mm can be detected, while avoiding false calls when
compared with conventional NDT estimates (Figure 9.23). The DI also shows
a higher probability of damage detection with the eddy current than the
ultrasonic technique (Figure 9.26).  

9.6.2 Bonded Repair Patch

The same damage detection scheme was applied to the cracked aluminum
plate repaired by the boron/epoxy repair patch for detecting the crack
growth on the plate. Two specimens (SMART patch 1 and SMART patch
2) were manufactured and tested. One of the specimens (SMART patch 2)

FIGURE 9.19
Conventional NDT results from Airbus lap joint 2. (a) Eddy current crack growth estimate; (b)
ultrasonic crack growth estimate.
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Ultrasonic Nondestructive Evaluation for Structural Health Monitoring 563

had a patch debond test prior to the fatigue crack test. The results of the
fatigue crack tests from both specimens are presented next, and the results
from the debond tests on SMART patch 2 specimen will be presented in
Section 9.6.2.5.

9.6.2.1 Specimen Construction

As Figure 9.14 shows, two rectangular aluminum plates with 2-mm-long
Electric Discharge Machining (EDM) notches at a center hole (8 mm diam-
eter) were repaired with a unidirectional boron/epoxy patch. The thickness
of the boron and aluminum patch was chosen based on the stiffness match
design criteria such as

(9.12)

FIGURE 9.20
Eddy current vs. ultrasonic (Airbus lap joints 1 and 2).

FIGURE 9.21
Analytical and experimental results of s0 mode TOF.
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564 Ultrasonic Nondestructive Evaluation

where 
Ep = boron patch stiffness
Ea = aluminum stiffness 
hp = boron patch thickness
ha = aluminum thickness 

FIGURE 9.22
DI vs. number of cycles with NDT estimate in secondary axis. (a) Airbus lap joint 1 — path 9;
(b) Airbus lap joint 2 — path 10.
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FIGURE 9.23
DI vs. NDT crack growth estimate.

FIGURE 9.24
Probability of damage detection by the DI when compared with the eddy current NDT.

0

0.2

0.3
Threshold

0.4

0.5

0.6

0.7

0.8

D
am

ag
e 

In
de

x

0.9

1

0.1

0
2 4 6

Crack growth estimate by eddy current (mm)

8 10 12 14 16

Threshold0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0.1

0
0

D
am

ag
e 

In
de

x

2 4 6 8

Crack growth estimate by ultrasonic (mm)

10 12 14 16

1.2

Dl w/threshold = 0.1
Dl w/threshold = 0.2

0.8

0.6

0.4

0.2

0
0 5

Crack growth by eddy current (mm)

10 15

1

P
ro

ba
bi

lit
y 

of
 d

et
ec

tio
n

1462.book  Page 565  Monday, December 1, 2003  3:06 PM

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



566 Ultrasonic Nondestructive Evaluation

The repair materials used in these tests are listed in Table 9.2. Two SMART
layers were fabricated with an embedded network of piezoelectric actuators/
sensors and inserted into the patch at different ply locations (Figure 9.14).
The lower SMART layer (layer 10) was inserted right on the interface as close
to the neutral axis as possible to excite a more symmetric mode. Conversely,
the upper SMART layer (layer 3) was inserted near the top layer to excite a
more antisymmetrical mode.

The lower SMART layer targets for the crack growth on the aluminum
plate, and the upper SMART layer targets for the possible patch disbond
from the aluminum plate. The locations of the piezoelectric actuator and
sensors with diagnostic paths on the SMART layers are shown in Figure 9.28.
The repair layers and SMART layers were stacked as seen in Figure 9.27 and
co-cured with aluminum plate with a vacuum bag under a constant temper-
ature of 250∞F for 90 min.

Two specimens were manufactured with different geometries. One
specimen (SMART patch 1) had a 140 ¥ 350-mm aluminum base with a
tapered patch design and the other (SMART patch 2) has a 420 ¥ 478-mm
aluminum base with the same patch design but without the tapered edge
(Figure 9.29).

FIGURE 9.25
Probability of damage detection by the Damage Index when compared with the ultrasonic NDT.
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Ultrasonic Nondestructive Evaluation for Structural Health Monitoring 567

9.6.2.2 Experimental Setup for the Fatigue Test

The repaired specimens were fatigued by tensile cyclic loading and crack
propagation was visually identified from the back side of the repaired panel.
The lower SMART layer (layer 10, Figure 9.27) was used for monitoring crack
growth. Using a SMART suitcase, we generated an input signal over a
frequency range of 100 to 600 kHz and collected sensor measurements after
different loading cycles while the specimen was unloaded. The correspond-
ing crack lengths were visually measured. 

FIGURE 9.26
Probability of damage detection by the damage index when compared with the ultrasonic and
eddy current NDT.

TABLE 9.2

Bonded Patch Specimen Repair Materials

Material Supplier
Thickness 
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568 Ultrasonic Nondestructive Evaluation

9.6.2.3 Crack Detection Results

9.6.2.3.1 s0 Mode Selection 

The boron/epoxy patch-adhesive layer-aluminum plate specimen described
earlier was modeled using the Disperse code20–21 and used to generate the

FIGURE 9.27
Bonded patch specimen assembly (SMART patch 2).

FIGURE 9.28
SMART layers with diagnostic paths. (a) SMART patch 1; (b) SMART patch 2.
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Ultrasonic Nondestructive Evaluation for Structural Health Monitoring 569

group velocity dispersion curve in various modes (Figure 9.31). The stiffness
of the boron/epoxy patch was taken as C11 = 210.1 GPa, C12 = C13 = 5.64 GPa,
C22 = C33 = 26.3 GPa, C23 = 4.5 GPa, with shear stiffness C44 = 10.3 GPa,
C55 = C66 = 7.2 GPa. A Young’s modulus of 2.07 GPa and a Poission’s ratio
of 0.34 were used for the adhesive layer. 

Because of the directional properties of the patch, the group velocity dis-
persion curves at various wave propagation angles (Figure 9.30) can also be
obtained from the Disperse code. 

FIGURE 9.29
Bonded patch specimens.

FIGURE 9.30  
Angle between the wave propagation and boron fiber direction.
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Since the lower SMART layer is used for crack detection and the diagnostic
paths are parallel with the boron fibers, the group velocity dispersion curve
of Lamb wave modes with q = 0 was obtained by the numerical results.
Figure 9.31 shows a good agreement between the numerical results and the
experimental measurements at a frequency range of 380 to 460 kHz where
the experimental second arrival packet was identified as the fundamental
symmetric Lamb wave mode (s0).

9.6.2.3.2 DI Results

The sensor data from the 420-kHz input signal were used for the analysis
since these data have the highest signal-to-noise ratio. The DI was evaluated
based on the time arrival of the second arrival wave packet. The baseline was
taken after the specimens were cycled until an initial crack growth of 2 mm
had occurred. 

The crack growth was defined as

Crack growth = the final crack length - initial crack length

 = 2af - 2ai (9.13)

FIGURE 9.31
Group velocity dispersion curve of boron/epoxy-adhesive-aluminum (fiber direction, q = 0).
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where ai = 16 mm including an 8-mm hole diameter.
Further crack growth was visually identified and at the same time moni-

tored by the DI, which was evaluated at different diagnostic paths
(Figure 9.32). The results are plotted in Figure 9.33, which indicates the clear
crack growth detection capability of the DI. It also shows in a consistent
manner the higher sensitivity of the damage index as the diagnostic paths
(paths B and C) are closer to the initial crack tip location.

In order to evaluate the cyclic loading effect on the DI, the sensor mea-
surements were continuously taken at the specified loading intervals even
before any visual identification of crack initiation was possible. Figure 9.34
shows the changes of the DI at different loading cycles, but the variation
remains at a value less than 0.1.

9.6.2.4 Patch Debonding Effect

What if the repair patch debonds from the host structure? In real applications,
the patch disbond can arise from fatigue loading, impact, or long-term envi-
ronmental exposures.

FIGURE 9.32
Diagnostic paths in lower SMART layer.
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FIGURE 9.33
DI vs. crack growth. (a)SMART patch 1; (b) SMART patch 2.
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9.6.2.4.1 Push-Down Test Setup

In order to assess the effects of the patch disbond on the DI, one of the
specimens (SMART patch 2) was taken for the patch disbond test. As seen
in Figure 9.35, the compression force was applied through the hole on the
back side of the specimen to locally debond the patch around the center
hole. A ring with a 1.5-in. inner diameter was placed at the bottom to limit
the size of the debond. 

Two incremental compression loads were applied to the specimen. After
each load, the sensor measurements from the SMART layers were taken and
the specimen was taken to the Boeing Company for patch disbond inspec-
tion. The Through Thickness Ultrasonic (TTU) test was then performed.
Figure 9.36 shows the progressive debond damages as darker areas at the
center of the patch with corresponding approximate debond areas. 

9.6.2.4.2 Lamb Wave Mode Verification

The upper SMART layer was designed for the patch disbond detection. Since
the diagnostic path on the upper SMART layer is orthogonal to the boron
fiber direction, and has the same material properties as the boron/epoxy
patch-adhesive layer-aluminum plate specimen described earlier, it was pos-
sible to obtain the numerical dispersion curves for the wave propagation
direction of q = 90∞. As Figure 9.37 shows, the experimental first arrival signal
is most probably the fundamental symmetric mode and the experimental
second arrival signal is most probably the fundamental antisymmetric mode
in the frequency range from 220 to 500 kHz.

FIGURE 9.34
Cyclic loading effect on the DI.
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Sensor measurements were taken from path E in the upper SMART layer.
Figure 9.38 shows the amplitude spectrums of both the a0 and s0 modes
before and after the debond damage where the amplitude was normalized
by the maximum value of the a0 amplitude spectrum. As expected, the
fundamental antisymmetric mode (the experimental second arrival) shows
higher sensitivity to the disbond damage. 

We can also use the same DI for crack detection described previously to
detect disbond damage when the a0 mode is considered instead of the s0

FIGURE 9.35
Push-down test setup.

FIGURE 9.36
TTU results from Boeing Company with diagnostic path location (top view of repair patch area only).
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mode. The DI for detecting the two different damage types will have the
following forms: 

  

9.6.2.5 Variations of the DI 

As Figure 9.39 shows, the various tests were conducted at different times,
which are denoted as “serial events” on the specimen (SMART patch 2). The
specimen was first tested only for the patch debond (Section 9.6.2.4) and then
fatigued under cyclic loading for the fatigue crack growth (Section 9.6.2.2). 

The DI by the upper SMART layer shows good sensitivity to the debond
damage and remains with small variation afterward. On the other hand, the

FIGURE 9.37
Group velocity dispersion curve of boron/epoxy-adhesive-aluminum (q = 90∞).
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FIGURE 9.38
Normalized amplitude responses of the upper SMART layer (path E) to debond damage.

FIGURE 9.39
Variation of the DI in the series of tests.
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Damage Index by the lower SMART layer shows good sensitivity only to
the crack growth. Figure 9.40 and Figure 9.41 show the sensitivity of the s0
and the a0 modes generated by the upper SMART layer to the debond
damage and the crack growth respectively. As previously observed in the
amplitude spectrum plot (Figure 9.38), the a0 mode is more sensitive to
debond damage than the s0 mode. Both the a0 and the s0 modes generated
by the upper SMART layer were also not sensitive to the crack growth
compared with the s0 mode of the lower SMART layer. The insensitivity of
the s0 mode of the upper SMART layer (path E) may be the result of its wave
propagation direction, which was parallel to the crack propagation direction. 

9.7 Conclusions

An active sensing diagnostic technique for metallic and composite structures
using built-in piezoelectric sensor/actuator networks was investigated and
discussed. It consists of three major components: diagnostic signal generation,
signal processing, and damage diagnostics. In diagnostic signal generation,

FIGURE 9.40
The response of s0 and a0 modes to debond damage (upper SMART layer).
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appropriate diagnostic signals were selected for actuators to maximize
receiving sensor measurements. In signal processing, methods were dis-
cussed to maximize signal-to-noise ratio in recorded sensor signals and
derive experimental dispersion curves. A physics-based DI was developed
from extracting features in sensor signals related to crack growth.

As demonstrated, the technique was used to detect crack lengths as small
as 5 mm on riveted fuselage joints with certainty equal to conventional NDT
such as the eddy current testing and the ultrasonic scan methods.

The results from the repair patch specimens also correlate quite well with
visual inspections and clearly indicate that the technique can detect crack
propagation underneath the patch. In case of the repair patch disbond, the
technique using the additional SMART layers inserted at different ply loca-
tions can detect both crack growth and debond damage. 

The damage detection ability using the proposed system can be further
improved by selecting the optimal actuator-sensor location, which is a func-
tion of structural geometry and initial structure conditions.23
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FIGURE 9.41
The response of s0 and a0 modes to crack growth (upper SMART layer).
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10.1 Introduction

 

Surface Brillouin scattering (SBS) is a noncontact measurement technique
that exploits light scattering to probe the properties of surface acoustic waves
(SAWs), either at the surface of homogeneous solids or in thin supported
layers. The objective is to obtain information on the elastic properties of the
near-surface region, extending down to a depth of the order of a micron.
The near-surface elastic properties of solids often differ markedly from those
of the underlying bulk material. They are a sensitive indicator of residual
stress, annealing, and other near-surface physical conditions. SBS is widely
used in the characterization of thin (submicron) supported layers, whose
elastic properties can differ from those of the corresponding bulk material.
It can alternatively be exploited to measure other properties, such as the
layer thicknesses or mass density or the presence of interfacial layers. The
systems that have been studied to date are many and diverse. They include
inorganic materials such as silicon and silicides; a variety of carbonaceous
materials such as diamond, chemical vapor deposited (CVD) diamond, and
diamond-like films; various types of hard coatings like carbides and nitrides;
Langmuir-Blodgett (LB) films; and various types of multilayers. 

The SBS technique does not involve the excitation of SAWs, but relies on
spontaneous thermal fluctuations in these modes. It does not observe SAW
propagation over macroscopic distances, but is based on local inelastic scat-
tering of light, and is therefore applicable to small samples. Most other SAW
techniques are based on the excitation of surface waves, at frequencies deter-
mined by the particular technique and experimental conditions; quantitative
acoustic microscopy, for example, measures SAW at frequencies ranging
from 30 MHz to 2 GHz,

 

1

 

 while typical frequencies of the broadband SAW
pulses obtained by laser excitation lie within the range 5 to 500 MHz.

 

2

 

 In
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SBS the wave vector is determined by the experimental conditions, and with
visible light the explored SAW wavelengths are of the order of half a micron
or less; typical SAW speeds of such wavelengths correspond to frequencies
ranging from a few GHz up to 30 GHz. Surface Brillouin scattering is the
only technique able to detect SAWs in this frequency range.

 

3,4

 

 In order to
cover broader frequency ranges, and thus obtain fuller information on the
near surface properties, SBS has also been used in conjunction with other
techniques such as acoustic microscopy,

 

5

 

 laser-ultrasonic techniques, or
microindentation.

 

6,7

 

 Wavelengths of a fraction of a micron are still orders of
magnitude larger than interatomic distances, and their analysis by a contin-
uum model is therefore fully appropriate. 

Thermal fluctuations are governed by the equipartition principle of ther-
modynamics, which says that at a temperature 

 

T

 

 each vibrational degree of
freedom of a mechanical system is endowed with on average an amount of
energy 

 

k

 

B

 

T

 

, where 

 

k

 

B
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-

 

23 

 

J/K is Boltzmann’s constant. In an elastic
continuum the vibrational degrees of freedom correspond to acoustic modes
of any wave vector. The thermal noise can thus be seen as a superposition
of all the acoustic modes. In SBS the scattering geometry selects a specific
wave vector and probes the thermal noise at that wave vector, performing
a sampling of the surface wave dispersion. This is done by illuminating the
surface with a laser beam and examining the spectrum of the scattered light.
The laser is of fairly modest power (usually less than a watt) and supposedly
causes minimal heating of the surface; it is not the driving force producing
the fluctuations, but it is the tool used to detect them. For a highly polished
surface, most of the incident light is specularly reflected, refracted, or
absorbed. However, because of the thermal fluctuations, a small amount is
diffusely scattered, undergoing a change in frequency in the process. This is
akin to Raman scattering, but entailing long wavelength acoustic modes
rather than molecular vibrations (in microscopic terms, acoustic phonons
rather than optical phonons). From the spectrum of the inelastically scattered
light and the scattering geometry, one can derive the SAW dispersion relation
for the surface and infer the elastic properties of the near-surface region.
How this is done is the subject matter of this chapter. 

SBS is commonly but not invariably observed in opaque or semiopaque
materials, in which the scattering volume is the surface and the small region
near the surface that the light is able to penetrate. Some materials studied
in SBS are transparent or semitransparent, and in these cases one observes
a substantial amount of light scattering from within the bulk. While the
main focus of this chapter is on SBS, for completeness we will address some
remarks at the issue of bulk Brillouin scattering. Bulk Brillouin scattering
is, among other things, used to study the elastic properties of transparent
materials as a function of temperature and pressure, particularly with
regard to their behavior near phase transitions. When bulk scattering can
also be observed, it can be advantageously exploited, since it provides
additional information on which to base elastic properties determination.
Brillouin spectrometry is particularly suited to measurements under con-
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trolled temperature and/or pressure, because the measurements are con-
tactless, and require only one (for the backscattering configuration) or two
(for other configurations) optical windows to access the specimen. This has
allowed measurements in furnaces equipped with optical windows,

 

8–10

 

 and
in diamond anvil cells, exploiting the transparency of diamond.

 

11

 

The outline of this chapter is as follows. In Section 10.2 we discuss the
underlying physics of SBS, the mechanisms for the scattering of light by
thermally excited acoustic vibrations, and the nature of the various bulk and
guided waves that play a role in the scattering. An analysis of the various
acoustic modes was already presented in Chapter 1 for the case of isotropic
media and layers. However, much of the recent experimental work in the
area of SBS has been concerned with crystals, epitaxial layers, superlattices,
and other types of solids that are elastically anisotropic. The analysis of
Chapter 1 is therefore extended to anisotropic media and follows a somewhat
different approach, giving results in a form that is more directly linked to
the scattering cross section. 

In Section 10.3, the SBS technique is described in more detail, and some
classical applications are discussed. The observation of SBS has greatly ben-
efited in recent years from developments in multipass tandem Fabry-Perot
interferometry and low noise high sensitivity detectors.

 

12

 

 These developments
have brought about improvements in resolution and have significantly
reduced the data collection time required to achieve adequate signal-to-noise
ratio. Finally, Section 10.4 contains a review of recent SBS applications to the
study of single- and multilayers, particularly hard and superhard materials. 

This chapter presupposes familiarity with the elementary principles of
elasticity, as expounded in Chapter 1 of this book and in the reviews.

 

13–15

 

 It
is a fairly self-contained overview of the SBS technique and its application
in the nondestructive characterization of materials. We draw attention to a
number of other recent reviews on the subject of SBS.

 

3,4,12,16

 

 Theoretical treat-
ments of SBS have been published by a number of authors.

 

17–26

 

 Bulk Brillouin
scattering has been reviewed by Dil.

 

27

 

 

 

10.2 Theory 

 

10.2.1 Brillouin Scattering: The Principle 

 

The principle of Brillouin scattering is shown in Figure 10.1. A laser beam
of angular frequency 

 

W

 

i

 

 and wave vector 

 

q

 

i

 

 is incident on the highly pol-
ished surface of a sample at angle 

 

q

 

 to the normal. Most of this light is
specularly reflected, refracted at angle 

 

q¢

 

, or absorbed. However, as a result
of thermally excited dynamic fluctuations in the strain field within the solid
and dynamic rippling of the surface, a small amount of light is diffusely
scattered, undergoing in the process a fractional change in frequency of the
order of 
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the speed of light (see Section 10.3.1.1). Present in the spectrum of scattered
radiation is a relatively intense central peak, unshifted in frequency, which
is due to static inhomogeneities and surface roughness in the sample.
Because of the fluctuations, in the spectrum there are two more or less mirror
image sidebands straddling the central peak. The frequency-downshifted
one is called the Stokes band, and the frequency-upshifted one the anti-
Stokes band. The inelastic (frequency-shifted) spectrum, which is our con-
cern here, depends on the optical and elastic properties of the sample, the
scattering geometry, and the vibrational modes of the solid that the light is
able to couple to. Since, as already mentioned, the average amount of energy
per vibrational degree of freedom is 

 

k

 

B

 

T

 

, the intensity of the inelastic spec-
trum turns out to be proportional to the absolute temperature. 

From a quantum mechanical point of view, the scattering is interpreted as
a phonon creation (Stokes) or annihilation (anti-Stokes) process in which the
photon loses or gains the energy of the phonon. It must also be noted that
the quantum of energy 

 

w

 

 (  is Planck’s constant) associated with an oscil-
lator of 30 GHz frequency corresponds to an equivalent temperature 
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FIGURE 10.1

 

Brillouin scattering geometry. 
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of about 1.5 K. This means that even at rather low temperatures the classical
approach adopted in this chapter is adequate for calculating the spectrum.
It is only at extremely low temperatures where 

 

k

 

B

 

T

 

 becomes comparable to

 

w

 

, and quantum mechanical effects become pronounced so that a more
sophisticated approach is required.

In the usual implementation of SBS, the backscattered light of frequency

 

W
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, and wave vector 

 

q

 

s

 

 in a small cone around 

 

-

 

q

 

i

 

, is collected and analyzed.
Three common scattering processes are depicted in Figure 10.1 pertaining
to a (a) transparent solid, (b) transparent supported layer, and (c) an opaque
or semiopaque solid or supported layer. Because of the small frequency
shift |
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 |
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, it follows that the incident and scattered light
wavelengths differ only very slightly, so that to a good approximation 
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ª
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.
Taking into account the change in the wavelength due to the refractive index

 

n

 

 for the light when it is in the solid, it follows that (see
Sect ion 10.2 .1 .1) .  Further,  Snel l ’s  law of  refract ion requires
that  and . 

 

10.2.1.1 Acoustic Modes in Anisotropic Media 

 

Interpretation of SBS spectra can become a complex task when the spectra
contain several peaks and when an estimate of the specimen's elastic prop-
erties is not available 

 

a priori

 

. A proper assignment for each peak requires
an understanding the basics of SAW propagation in layered solids, especially
when the layers are anisotropic. Extensive discussions of bulk and surface
waves can be found in a number of books.

 

15,28–35

 

 We discuss only some salient
features here. 

The theoretical approach we present here is formulated for anisotropic
media and includes as a special case isotropic solids. It was shown in Chapter
1 that in isotropic solids two types of bulk acoustic modes exist: primary
waves, longitudinally polarized, and secondary waves, transversely polar-
ized. Two independent (orthogonal) transverse polarization directions exist.
In isotropic solids the secondary waves are perfectly equivalent, while in
anisotropic solids they are not. These modes, called fast transverse (FT) and
slow transverse (ST) from their generally different velocities, have phase
velocities and polarization vectors that depend on the propagation direction.
Also the phase velocity and polarization vector of the longitudinal (P) mode
depend on the propagation direction. Although in the anisotropic case the
polarization vectors are generally neither exactly parallel nor exactly per-
pendicular to the wave vector (and therefore, in strict terms, the modes are
quasi longitudinal and quasi-transverse) the above names and the corre-
sponding labels P, ST, and FT are customarily used in this context, and are
also adopted in this chapter. 

At surfaces other acoustic modes are encountered. The Rayleigh wave
(RW) at the free surface of a semi-infinite isotropic elastic half-space and at
the surface of an isotropic substrate covered by an isotropic layer were
discussed in detail in Chapter 1. The RW propagating along the stress-free

h
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boundary of a homogeneous solid is a nondispersive acoustic wave which
has its energy and displacement field confined near the surface.

 

36,37

 

 Similar
waves existing on anisotropic surfaces are called generalized RW (GRW).

 

38

 

The solutions of the wave equation for such waves differ from the true RW
on isotropic media only in the form of the variation of the displacement with
depth.

 

36

 

 Antiplane and in-plane modes in free-standing plates (Lamb waves)
were also discussed in Chapter 1, as well as transverse modes in a layered
half-space (Love waves). Unattenuated waves traveling along interfaces
between two solids (Stoneley waves)

 

39

 

 exist in certain cases; the conditions
for their existence have been established.

 

40

 

 The existence of attenuated inter-
facial waves was also shown.41 

Along a stress-free boundary, surface skimming longitudinal (LA) and
transverse (T) acoustic waves can exist. The former, from being encountered
in different contexts, has acquired various names, including the high fre-
quency pseudo-surface wave (HFPSW),42 leaky longitudinal surface wave
(LLSW), and longitudinal guided wave (LGW) or mode (LGM). Further-
more, waves exist that are surface-like but slowly radiate energy away
from the surface and for which the displacement field does not vanish at
infinite depth. They are not surface waves in the strict sense, but since their
energy is mainly confined near the surface they are called pseudo-surface
acoustic waves (PSAWs).36 PSAWs have a phase velocity higher than that
of the lowest of the bulk waves in the substrate. The presence of a layer
over a substrate leads to the appearance of a number of waves confined
within the layer.43 For a single layer on solid substrate, these waves are
called generalized Lamb32 or Sezawa waves,26 because of their similarity
to Lamb waves in free-standing isotropic plates. Degenerate Lamb modes
have been identified by Sezawa. The behavior of generalized Lamb waves
depends on the thickness of the layer in relation to the wavelength, on
whether the layer is stiffer or less stiff than the substrate, and the relative
densities of the layer and substrate. 

In addition to Chapter 1, reviews of the SAW propagation on plates and
layered materials can be found in references at the end of this chapter.33,36,37,43,44 

10.2.1.2 Transparent Solids: The Elasto-Optic Scattering Mechanism 

In the case of a transparent solid (Figure 10.1a), most of the scattered light
emanates from the refracted beam in a region well away from the surface,
and the kinematic conditions relating wave vector and frequency shift of the
light pertain to bulk acoustic wave scattering. The scattering in this case is
mediated by the elasto-optic scattering mechanism, in which dynamic fluctua-
tions in the strain field eij bring about fluctuations in the dielectric constant,
and these in turn translate into fluctuations in the refractive index. These
fluctuating optical inhomogeneities result in inelastic scattering of the light
as it passes through the solid. In the general anisotropic case the dielectric
constant is a tensor cij of rank 2, and its fluctuations are given by dcij = pijkl
ekl, where pijkl is the tensor of the elasto-optic constants. 
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The strain field in the bulk, well away from the surface, can be expressed
as the superposition of the displacement fields of all the bulk P, FT, and ST
acoustic waves of the solid. For a particular scattering geometry (i.e., specific
incident light wave vector  and scattered light wave vector  [both within
the solid), the scattering wave vector is , and only acoustic waves
having precisely this wave vector k contribute to the detected signal. Bearing
in mind that  and  differ only very slightly in magnitude, it follows that
for backscattering . The spectrum of the scattered radiation thus con-
tains in principle three pairs of peaks, at frequency shifts

(10.1)

where cacoust stands for phase velocity of the P, FT, or ST wave in the
direction of k. The intensities of these peaks vary considerably, depending
on the elasto-optic constants pijkl of the solid, wave polarization, and direc-
tion and other factors; it is quite common for one or more of the peaks to
be too faint to be detected or even to be zero. These peaks yield up to
three bulk wave velocities as a function of direction q¢, from which indi-
vidual elastic constants or combinations of constants can be inferred.45 In
bulk wave scattering the frequency shifts of Equation 10.1 are much larger
(up to 150 GHz or so) than for surface wave scattering (typically below
30 GHz). The presence of bulk wave peaks, well separated from surface
wave scattering, is of advantage in determining elastic constants using
SBS. 

10.2.1.3 Brillouin Scattering in Thin Supported Transparent Layers

In the case of a transparent layer on a substrate (Figure 10.1b), in addition
to Brillouin scattering from the refracted beam, there have been several
reported observations of scattering from the beam of wave vector  that is
reflected from the interface. From the geometry of Figure 10.1b, one readily
infers that the scattering wave vector  of the acoustic modes that
are coupled to, is parallel to the surface, and of magnitude .
Invoking Snell’s law, it follows that , which is, somewhat sur-
prisingly at first sight, independent of the refractive index. Bulk waves are
thus detected, having direction parallel to the surface, and frequency 

(10.2)

yielding one or more bulk wave velocities parallel to the surface. 

¢qi ¢qs
k q q= ¢ - ¢i s

¢qi ¢qs
k qi= ¢2
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10.2.1.4 Opaque Solids: Surface Ripple Scattering Mechanism 

In the case of an opaque or semiopaque solid or layer, the Brillouin scattering
occurs at or near the surface. In this case the wave vector constraint on the
acoustic modes that are coupled to is limited to the component k|| parallel
to the surface, which is of magnitude 

(10.3)

This allows coupling to a continuous spectrum of bulk modes, incident on
the surface and having this value of k|| = (k1, k2) and any value of k3, the
component of k normal to the surface. This part of the spectrum is called
the Lamb shoulder. Also coupled are surface waves of various kinds that
have this value of k||. The modes detected in backscattering have frequencies

(10.4)

yielding a continuum of values of cacoust for the bulk modes and discrete
values of wave velocity for the surface modes. 

In the case of an opaque solid, SBS is mediated by the surface ripple scattering
mechanism (i.e., scattering by dynamic corrugations in the surface profile)17,46

due to the wave displacements. The dynamic rippling of the surface can be
resolved into a superposition of harmonic waves, which act as moving
diffraction gratings at the surface, traveling in the reverse (+) or forward (-
) directions at velocity cacoust. These cause diffraction of the light together with
a Doppler frequency shift. It can be shown that in the classical regime, the
cross section for scattering of light with frequency change w and surface
scattering wave vector k||, is proportional to the power spectrum
<|u3(k||, w)|2> of the normal fluctuations in the surface profile.16,20 According
to the fluctuation dissipation theorem for the normal displacement u3 of the
surface

(10.5)

where  is the imaginary (dissipative) part of the Fourier
domain surface dynamic response function (Green’s function) for force and
displacement normal to the surface. Hence, the scattering cross section for
dynamic ripple mediated scattering is given by 

(10.6)
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where A is a constant that depends on the scattering geometry, the frequency
and polarization of the incident light, and the optical properties of the
medium. How  is calculated will be explained shortly. 

In the case of a semiopaque solid, there can also be a contribution to the
scattering from the elasto-optic effect in the region close to the surface that
the light is able to penetrate. This scattering can be expressed in terms of
the Green’s function tensor Gij, in this case not limited to the normal com-
ponent G33 or to the response exactly at the surface. Accurate calculations of
the elasto-optic scattering in semi-opaque solids require a knowledge of the
complex dielectric constant as well as the pijkl, which are not always readily
available. We will not treat this aspect further here, but refer the reader to
the investigations by various authors.47–51 

Note that the angular dependences given by Equation 10.2 and Equation
10.4 are exactly the same, but the physical interpretation is quite different.
Regarding bulk modes, Equation 10.2 refers to isolated peaks in the Brillouin
spectrum associated with modes with k parallel to the surface, while Equa-
tion 10.4 pertains to a continuum of bulk modes. In SBS, it is tempting to
take a sin q  dependence of the frequency shift of a peak as the tell-tale sign
of a surface mode. As we have seen here, this can also be an indication of a
surface skimming bulk wave. 

10.2.2 Computation of Brillouin Spectra 

10.2.2.1 Green’s Function for Anisotropic Layered Media

Here we briefly describe the derivation of the Fourier  domain surface
dynamic response function (Green’s function)  for an anisotropic
layer of thickness h perfectly bonded to an anisotropic half space, following
Every.52 In the following sections we also discuss the nature of the various
surface and guided waves, and how some of their properties can be obtained
from . We adopt the coordinate system shown in Figure 10.1, with
the x1- and x2-axes in the interface between the layer and substrate and the
x3-axis normal to the surface and directed into the substrate. By letting h
tend to zero, the properties of the substrate alone are obtained. We consider
a general anisotropic elastic continuum of mass density r+ and elastic mod-
ulus tensor  in the half-space x3 > 0 and a layer of density r- and elastic
modulus tensor  in the region -h < x3 < 0 (Figure 10.1). The superscripts
+ and - will also be used for other quantities such as stress or displacement
to distinguish them when they pertain specifically to the substrate or respec-
tively to the layer. 

We first provide a brief introduction to the subject of bulk waves in aniso-
tropic solids, extending the detailed analysis presented in Chapter 1 for the
isotropic case. We then show how bulk waves are used as partial waves in
the calculation of the surface dynamic response of a layered solid. The wave
equation for an infinite anisotropic elastic solid is

Im ( , )||G33 k w

( , )||k w
G33( , )||k w

G33( , )||k w

Cijkl
+

Cijkl
-
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(10.7)

summation over repeated indices being implied. Equation 10.7 admits plane
wave solutions of the form

(10.8)

where the wave vector k, angular frequency w and polarization vector U are
related by the set of three linear equations

(10.9)

dik being the Kronecker symbol, and the corresponding secular equation
being

(10.10)

The Christoffel equations (10.9) and their secular equation (10.10), represent
the bulk wave dispersion relation for the anisotropic medium. It is more
convenient to analyze wave propagation in anisotropic media using the
slowness vector s = k/w instead of the wave vector. In terms of the slowness
vector, Equations 10.9 and 10.10 take the forms

(10.11)

(10.12) 

A section of the slowness surface of GaAs in the (001) plane, defined by
Equation 10.12, is shown by the solid lines in Figure 10.2. It is a centrosym-
metric surface of three sheets corresponding to the P, FT, and ST modes. The
slowness surface depicts the directional dependence of the slowness or
inverse phase velocity s = 1/cacoust. In the case of isotropic solids all three sheets
of the slowness surface are spherical, the outer two sheets coincide and
correspond to pure transverse (secondary) waves, and the inner sheet cor-
responds to pure longitudinal (primary) waves. For anisotropic solids, the
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outer two sheets (corresponding to FT and ST quasi-transverse waves) are
separated. They are in contact only in isolated directions, known as acoustic
axes, which can be found in both symmetry and nonsymmetry directions.The
energy flow velocity for a plane homogeneous wave is the ray or group
velocity vector cg = �kw(k) = �sW(s), which has the property of being normal
to the constant frequency surface at any point. The direction of the ray vector
is an important consideration when selecting partial waves in the boundary
problem we discuss in the next section. 

The dashed line in Figure 10.2 is the slow transverse threshold.26 It corre-
sponds to the limiting point on the ST slowness curve where s|| = k||/w is
a maximum, and where the ray vector, which is perpendicular to the slow-
ness surface, is parallel to the physical surface of the sample. At larger values
of s||, corresponding to smaller velocities, all solutions for the slowness
component s3 = k3/w are complex and correspond to inhomogeneous waves;
the maximum value of s|| is thus known as the limiting transonic state. For
an isotropic solid, the slowness curves are circles, and the transonic state
coincides with the transverse slowness along the surface, sS = (r/C44)

1/2, but
this is not generally true for anisotropic solids as Figure 10.2 demonstrates. 

FIGURE 10.2
The slowness curve of GaAs for the (001) plane. The dashed line corresponds to the transonic
state. The solid curves correspond to the slowness curves for longitudinal (P), fast transverse
(FT), and slow transverse (ST) waves.
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We now determine the Green’s function, following the procedure of Cot-
tam and Loudon.53 It is assumed that the medium is subjected to a time- and
position-dependent distribution of body force F(x, t), defined per unit mass
and having a harmonic time dependence 

(10.13)

The equation of motion for the components of the elastic displacement field
u(x,w)exp(-iwt) in the medium is then given by

x3 > 0 (10.14)

summation over repeated indexes being again implied. The particular inte-
gral of Equation 10.14 can be written formally

(10.15)

where gij(x,w) is the elastodynamic Green’s tensor. When the point force is
located at the surface of the film [ ] where d(x) is
the delta function], gij is called the surface Green’s function; if the point force
is applied at the film/substrate interface (x3 = 0) we call g33(x||, x3 = 0, w) the
interface Green’s function. For a concentrated point force acting at the top
surface we have 

(10.16)

The Fourier (k||, w) domain surface dynamic response function (Green’s
function) Gij is defined as a double Fourier integral of the elastodynamic
Green’s tensor gij(x, w) in the variables x1 and x2.

, (10.17)

where x|| = (x1,x2) and k|| = (k1, k2); the inverse transform is

(10.18)
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The purpose of the following simulations is to find a response of the system
to an external harmonic force (Equation 10.13) applied at the layer’s upper
surface

l = 1, 2, 3 (10.19)

where d(x||) = d(x1)d(x2) is the two-dimensional d-function. In Equation 10.19,
superscript in the stress component  indicates that it has been calculated
in the layer. The negative sign in Equation 10.19 has to do with the fact that
the surface tractions sj3(x||, x3 = -h, w) are in reaction to the applied force. 

Equation 10.19 is written in the spatial or Cartesian coordinate system, but
we can also write it in the Fourier domain (k-space) using properties of the
delta function54

(10.20)

and it can then be rewritten as an inverse Fourier transform:

, l = 1, 2, 3 (10.21)

In order to calculate the Brillouin spectrum (Equation 10.6) we need only
the component of the external force F normal to the surface [F = (0,0,F)].
Therefore, the conditions (Equation 10.21) can be rewritten as 

(10.22)

, l = 1, 2 (10.23)

To find the response of the system to the force F we seek the solution of the
equations of motion (Equation 10.14) in the form of a superposition of out-
going plane waves whose amplitudes are proportional to F. In the film the
displacement field is given by

(10.24)

and in the substrate it is given by
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(10.25)

For each value of k|| and w, the coefficients A(n) in Equations 10.24 and 10.25
are the nine unknown constants for the decomposition into plane waves.
The third component k3 of k and the polarization vector U are related by the
Christoffel equations (10.9) where  are roots of the characteristic sextic
equation (Equation 10.10). Generally Equation 10.10 yields six solutions; in
the substrate the 3 (n = 7,8,9) are chosen which correspond to outgoing waves,
on the basis that they are either homogeneous (bulk) waves (  real) with
ray or group velocity vectors, cg, directed into the interior (cg3 > 0), or they
are inhomogeneous (evanescent) waves (  complex or pure imaginary)
which decay into the interior (Im  > 0). In the film all six partial waves
(n = 1, 2, 3, 4, 5, 6) must be taken into account. 

In computer codes52 the slowness equation is written in the form of a
polynomial equation

(10.26)

where the coefficients Dijk depend on the Cijkl and r. For a given s|| = (s1, s2)
this becomes a sextic equation

in s3. For s3 perpendicular to a mirror plane, all odd powers of s3 are zero,
and it reduces to a cubic in (s3)

2. To obtain the component along x3 of the
group velocity when s3 is real, we simply differentiate the above equation
and do similarly for the other two components. The calculation of the roots
of Equation 10.26 can be simplified by first rotating the crystal to the coor-
dinate frame, where the surface of the sample defines the x1x2 plane, and the
propagation direction is always along x1. For monoclinic symmetry, the
implicit form of the coefficients in Equation 10.26 is given by Nayfeh.55 For
triclinic symmetry, the implicit form of the polynomial Equation 10.26 can
be found elsewhere.56

From the stress-strain relationship, , and Equation 10.24
and Equation 10.25, it follows that the surface tractions are given by

(10.27)
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where the matrix  has been introduced

n = 1,2,3,4,5,6; l = 1, 2, 3 (10.28)

Summation is implied over repeating indexes (p,q) in Equation 10.28. Com-
paring Equation 10.27, Equation 10.28 and Equation 10.23, we arrive at a set
of three linear equations for the partial wave amplitudes 

, l = 1,2,3 (10.29)

Another three equations for the amplitudes arise from the continuity of stress
at the interface

(10.30)

which yield

, l = 4, 5, 6 (10.31)

where

, n = 7, 8, 9; l = 4, 5, 6 (10.32)

and

, n = 1, 2, 3, 4, 5, 6; l = 4, 5, 6 (10.33)

Finally there are three equations for the partial wave amplitudes arising from
continuity of the displacement field at the boundary

(10.34)

which yield

, l = 7, 8, 9 (10.35)
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Brillouin Scattering Measurement of SAW Velocities 597

where

, l = 7, 8, 9; n = 7, 8, 9 (10.36)

and

, l = 7, 8, 9; n = 1, 2, 3, 4, 5, 6 (10.37)

Note the - sign in the defining Equation 10.37 for .
Combining Equation 10.29, Equation 10.31, and Equation 10.35 we arrive

at a system of nine linear equations in nine unknown A(n) and a right-hand-
side vector Y.

B* (10.38)

where Yl = 0 for l π 3 and Yl = 1 for l = 3. The solution of Equation 10.38 takes
the form

(10.39)

adj denoting matrix adjoint. From Equation 10.19, Equation 10.24, and Equa-
tion 10.39 it follows

(10.40)

Comparing Equation 10.40 with Equation 10.18 we finally obtain the surface
Green’s function

(10.41)

Green’s function for interface is obtained in a similar way. Instead of Equa-
tion 10.19 we have

(10.42)
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598 Ultrasonic Nondestructive Evaluation

the stresses at the outer surface of the layer are null

l = 1, 2, 3 (10.43)

while the stress at the interface is continuous only in the interface plane

, l = 1, 2 (10.44)

and is discontinuous in x3-direction 

(10.45)

A set of linear equations is accordingly obtained, which differs from Equation
10.38 only in the right-hand side: Yl = 0 for l π 6 and Yl = 1 for l = 6. For the
interfacial Green’s function we obtain 

(10.46)

Equation 10.6 was said earlier to describe Brillouin scattering from the free
surface of a semi-infinite solid. It has been shown52 that it can also be applied
to more complicated situations such as (1) scattering from the interface
between two perfectly bonded solids, one transparent and the other opaque;
(2) scattering from the surface of an opaque film supported on a substrate;
and (3) scattering from the interface between a thin supported film and
substrate when either the film or substrate are transparent. In cases where
the light passes through a transparent medium before or after meeting a
scattering surface, there will also be elasto-optic scattering and interference
between this and the ripple scattering. The emphasis in the present treatment
is on the surface dynamics, and no account is taken of elasto-optic scattering. 

By way of example, Figure 10.3 shows the anti-Stokes (frequency
upshifted) component of the SBS spectrum of the (110) surface of the cubic
crystal VC0.75 for k|| in the  direction obtained by Zhang et al.57 Only
that part of the spectrum well away from the central peak is shown. The
dominant features in the spectrum are a sharp peak due to the RW, and the
Lamb shoulder continuum, due to the continuum of bulk modes that par-
ticipate in surface scattering. As can be seen, the measured spectrum is well
accounted for by the theoretical spectrum calculated from ImG33(k||, w). 

10.2.2.2 Computation of Dispersion Relations 

The maxima of the surface Green’s function (Equation 10.41) or the interfacial
one (Equation 10.46) identify the dispersion relations for surface and inter-
face acoustic modes, respectively. These Green's functions are inversely pro-
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Brillouin Scattering Measurement of SAW Velocities 599

portional to the determinant det|B| (see also Equation 10.39); divergencies
are therefore expected when 

det|B|= 0 (10.47)

and maxima are possibly (but not exclusively) found when det|B| is minimum. 
Equation 10.47 is essentially the equation obtained by the approach pre-

sented in Chapter 1, which considers the free motion of the medium in the
absence of the external forces and identifies the resonant frequencies. The
meaning of the corresponding divergences of the Green’s function is straight-
forward. Since the model considered here (Equation 10.14) is perfectly elastic
and does not include dissipation mechanisms, the response to a resonant
harmonic external force (Equation 10.13) is divergent. Equation 10.47 iden-
tifies the true surface waves. Their displacement field vanishes at infinite
depth, and typically falls off to a negligible amplitude within a few wave-
lengths from the surface; their power flow is exclusively parallel to the
surface. Nondivergent maxima of the Green’s function instead identify
damped resonances. Damping is not provided by dissipative mechanisms,
but by a component of the power flow that is perpendicular to the surface
and irradiates part of the wave energy toward the interior of the medium.
Such resonances are the PSAWs, also called leaky surface waves (see
Section 10.2.1.1), whose displacement field does not vanish at infinite depth,
but still behaves similarly to SAWs because the displacement field is still

FIGURE 10.3
Theoretical and measured spectra of VC0.75 for the  direction in the (110) surface. (From
Zhang, X. et al., Int. J. Refrac. Metals Hard Mater., 16, 303, 1998. With permission.)
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600 Ultrasonic Nondestructive Evaluation

mainly confined close to the surface. In numerical computations divergencies
can be avoided by a simulation of a dissipative mechanism, obtained by
attributing a non null imaginary part to the frequency w. Delta function
resonances are thus transformed into finite and broadened peaks.58 

The dispersion equation (Equation 10.47) can be solved for k|| for fixed w.
The roots of Equation 10.47 located on the real axis k|| correspond to the
true RWs and generalized Lamb surface waves, while PSAWs are attenuated
by energy leakage, and correspond to complex values of k|| (pole).36 The
velocity of the PSAW is determined by the real part of the reciprocal of k||
(cPSAW = Re[w/k||]) and the attenuation is given by the imaginary part. 

In Green’s function calculations for SBS the wave vector component k|| is
kept fixed and the imaginary part of the Green’s function is calculated as a
function of frequency Im[G33(w)]. True surface waves, such as the RW, show
up as d-function singularities. The RW corresponds to a singularity at wR, its
velocity being wR/k||. For the true surface waves the velocities obtained by
solving Equation 10.47 or by locating the divergencies of the Green’s function
are identical. In Green’s function calculations PSAWs show up as resonances
of finite height and width centered at frequency wMAX, and the velocity of
the PSAW is cPSAW = wMAX/k||. The higher the attenuation or the farther the
pole from the real axis, the broader is the PSAW peak in the Green’s function,
and the higher is the discrepancy between the modal (Equation 10.47) and
Green’s function solutions for PSAW velocity. 

For the surface of an isotropic half-space, Equation (10.47) can be written
in analytical form. It is the famous Rayleigh equation, already analyzed in
Chapter 1:

(10.48)

where c = c/cS and z = cS/cP. It can be simplified by introducing another
variable y = c2 - 8/3

(10.49)

where p = 8/9(1 - 6z2) and q = 8/3(17/9 - 5z2). Rayleigh’s equation was
derived more than a century ago, but still attracts the attention of research-
ers.59–61 Nkemzi62 applied the theory of Cauchy integrals to derive an explicit
form for the RW velocity in an elastic solid. The solution of Equation 10.49
derived by Lord Rayleigh and discussed in Chapter 1 is the Rayleigh surface
wave RW of velocity cR. The RW at the stress-free surface of a solid is a
superposition of three phase-matched evanescent waves that satisfies the
free surface boundary conditions. The absence of any power flow normal to
the surface comes from the absence of any incoming or outgoing bulk waves. 

For isotropic solids cR < cS, and cR lies in the range44 0.87 cS < cR < 0.96 cS.
Measurements of the Rayleigh wave velocity give a lower bound for cS, and

c c V c V6 4 2 2 28 8 3 2 16 1 0- + - - - =( ) ( )

y py q3 3 2 0+ + =
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Brillouin Scattering Measurement of SAW Velocities 601

hence a lower bound for CR. The value of CR can be obtained from the
approximate relation44 

(10.50)

or using Poission’s ratio n

(10.51)

Turning back to Green’s function calculations, for an isotropic half-space,
the power spectrum  can be written in closed form18,63

(10.52)

(10.53)

where kp = w/cP and ks = w/cS are wave numbers for the longitudinal and
shear modes respectively, and  and  are the wave
vector components normal to the surface. 

A PSW can be found in the form of a surface skimming longitudinal wave.
The computation is performed considering in Equation 10.21 a harmonic
force (Equation 10.13) directed along x1 instead of x3, and computing the
longitudinal power spectrum19,46 . The latter can be written in
closed form for isotropic half-space63

(10.54)

(10.55)

its form being very similar to that of . This mode, called LLSW
or longitudinal mode (LM) (see Figure 10.4), does not cause surface corru-
gations, but it does interact with light by the elasto-optic mechanism.46

Sandercock64 first observed the LLSW in the Brillouin spectrum of the (110)
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602 Ultrasonic Nondestructive Evaluation

surface in GaAs. Detailed studies of the detection of LLSW by SBS solid were
performed.22,63,65 It was shown65 that the peak in the longitudinal spectrum
corresponds to a leaky surface wave; it was found63 that when the Poission’s
ratio n is smaller than 1/3, the longitudinal power spectrum
exhibits a sharp and well-defined peak, very close to cP (see Figure 10.4). For n
> 1/3 the peak becomes broader and lies between 2cS and cP. Note, however,
that in the power spectrum for , there is a sharp dip at the LLSW,
and so this mode can also be measured even if there is only ripple scattering. 

It must be mentioned that for n < 0.263 the Rayleigh equation has three
distinct real roots. One is the RW velocity, lying in the (0, cS) interval, and
another one, out of this interval, coincides with the longitudinal velocity cP .66

Mozhaev et al.66 described this high-velocity solution as the Brewster angle
reflections of homogeneous (along the plane front) bulk acoustic waves.
Analytical expressions for the roots of the Rayleigh equation were derived
in several articles.60,62,67 

10.3 Experimental Method 

10.3.1 Experimental Setup

The most common configuration for Brillouin scattering experiments is pre-
sented in Figure 10.1 (see Section 10.2.1). The specimen is illuminated by a

FIGURE 10.4
The factors IP (broken line) and IS (solid line) as function of c/cS at fixed k|| simulated for hard
amorphous carbon synthesized from C60, (sample B) with elastic parameters given in Table10.
2. Region of c/cS with RW is omitted.
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Brillouin Scattering Measurement of SAW Velocities 603

laser beam, the light scattered in a given direction is collected and its spec-
trum is analyzed. Figure 10.1 presents the usual configuration of backscat-
tering which, as discussed below, is often advantageous; in volume Brillouin
scattering other geometries are also adopted, in which the collection direction
forms an angle other than 180∞ (typically 90∞45,68,69) with the incidence direc-
tion. Other types of configuration have sometimes been used and will be
mentioned below. 

The common configuration will be discussed here in some detail, although
not limited exclusively to the backscattering case. The incident laser light is
monochromatic: it has wavelength (in vacuum) l0, wave vector qi, and cir-
cular frequency Wi (|qi| = qi = 2p/l0 and Wi = clight qi, clight being the velocity
of light). The spectrum of scattered light was already introduced in Section
10.2.1. The most intense feature is the sharp peak at Wi, due to light elastically
reflected by static inhomogeneities; a weaker and much broader feature, still
centered at Wi, can be present. It is due to scattering by dynamic, but non-
traveling, excitations, and is called quasi-elastic scattering (see Figure 10.5).
Scattering by dynamic and traveling excitations (i.e., acoustic waves) pro-
duces symmetric doublets. The scattered light collected along the direction
of a wave vector qs interacted with an acoustic wave, of any kind, of wave vector 

k = ± (qs - qi) (10.56)

FIGURE 10.5
Experimental Brillouin spectrum, at q = 70∞, of amorphous carbon synthesized from C60 sample
B. (From Manghnani, M.H. et al., Phys. Rev. B, 6412, 121403, 2001. With permission.)
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604 Ultrasonic Nondestructive Evaluation

the ± sign referring to anti-Stokes and Stokes events, respectively (see Section
10.2.1), and contains a doublet at frequencies 

Ws = Wi ± w (10.57)

where the ± sign refers again to anti-Stokes and Stokes events, and w = cacoust
|k| is the frequency of the acoustic wave, of velocity cacoust. In the analysis
of Equation 10.57 and Equation 10.56 the wide difference between the veloc-
ity of light and any acoustic velocity allows some simplification. 

10.3.1.1 Scattering Geometry 

Volume Brillouin scattering is the scattering by bulk acoustic waves of velocity
cacoust, where cacoust stands for the velocity of any of the three bulk waves P,
FT, and ST (see Section 10.2.1.1). In this case the optical wave vectors appear-
ing in Equation 10.56 are those (qi¢ and qs¢) present in the bulk; their directions
are determined by the incidence and collection directions out of the sample,
and by the refractive index n, with qi¢ =n qi and qs¢ = n qs (see Section 10.2.1).
The angular frequencies are w = cacoust k, Wi =  (clight/n)qi¢ and Ws =  clight/n)qs¢,
(clight/n) being the light velocity in the medium. Equation 10.56 implies that
|k| can possibly be much smaller than |qs¢| and |qi¢|, but not larger than
their sum. Since |k| is at most of the same order as |qs¢| and |qi¢|, the ratio
w /Wi is at most of the order of the ratio cacoust/(clight/n) (i.e., at most 10-4 to 10-5)
for any physical values of cacoust and n). The relative difference |Ws - Wi|/Wi is
therefore at most of the same order as cacoust/(clight /n) (see Equation 10.57),
as well as the relative difference |qs¢ - qi¢|/qi¢. The scattering event can
therefore be analyzed neglecting the difference between the magnitudes of
the two moduli: qi¢ @ qs¢ (see Section 10.2.1). This means that the directions
of q i¢ and q s¢ (i.e., the directions of the incident and scattered beams, identify
uniquely the scattering configuration and the acoustic wave vector k). In
particular, the backscattering geometry (qs¢ = -qi¢, and therefore qs = -qi)
maximizes the modulus of k: in this geometry

 (10.58)

Equation 10.1 accordingly holds, and |qs - qi|/qi reaches its maximum
achievable value of 2(cacoust/clight)n, which is typically of the order of 10-5.

In SBS (i.e., scattering by SAWs), Equation 10.56 holds only for the wave
vector components parallel to the surface, due to the breaking of translational
invariance in the direction normal to the surface:

k|| = ± (qs - qi)|| (10.59)

Since Snell’s law means that upon refraction both qi|| and qs|| remain
unchanged, Equation 10.59 is conveniently analyzed in terms of the optical

k n= 2
2

0

p
l
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Brillouin Scattering Measurement of SAW Velocities 605

wave vectors qi and qs outside of the sample. Also in this case their directions
determine the acoustic wave vector k||. The scattered direction qs is conve-
niently taken in the incidence plane, defined by qi and the normal to the
surface. In this case k|| also belongs to the incidence plane and 

k|| = qi(sin qi - sin qs) (10.60)

qi and qs being the incidence and scattering angles, referred to the surface
normal. In Equation 10.60 the sign of qs indicates forward (positive qs) or
backward (negative qs) scattering. As already noted in Sections 10.2.1.3 and
10.2.1.4 the wave vectors probed by surface scattering do not depend on the
refractive index. The very small upper limit for the relative difference |qs -
qi|/qi discussed above is even smaller in SBS; in backscattering (qs = -qi),
again a typical choice since it maximizes k||,

(10.61)

Equation 10.4 accordingly holds, and |qs - qi|/qi = 2(cSAW/clight) sinqi, which
is always (also for diamond) well below 10-4, down to below 10-6. 

Equation 10.58 and Equation 10.61 imply that in transparent or semitrans-
parent samples, in which surface and volume scattering can be simulta-
neously observed, in backscattering the bulk acoustic waves are probed at
wavelength l0/(2n), while the surface waves are probed at wavelength l0/
(2sinqi). Since the RW is slower than bulk waves, the spectral contributions
from surface waves and from bulk waves are well separated. In any scatter-
ing geometry, and for both types of waves, the wave vector k or k|| is
determined by the scattering geometry; the frequency w is obtained by the
spectrum of the scattered light (see Section 10.2.2), and the velocity of acous-
tic waves is immediately derived as w/k for bulk waves and w/k|| for SAWs.
It can be mentioned that silicon, with a penetration depth for green light of
ª 1 mm, is transparent enough to give a good scattering signal from bulk
waves; from truly transparent materials, such as glass, the scattering volume
for bulk waves is large and gives a signal from bulk waves much more
intense than that from surface waves. 

10.3.1.2 The Backscattering Configuration 

A typical experimental setup for an SBS measurement in backscattering is
shown in Figure 10.6. The laser beam is directed onto the specimen by a
small mirror, called here the incidence mirror, and focused onto the specimen
surface by a lens, called here the front lens. The same lens also collects the
scattered light, transforming the light coming from the focusing spot into a
parallel beam that is sent to the spectrometer. Typically, spatial filtering is

k qi i i|| sin sin= =2 2
2

0

q p
l

q
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606 Ultrasonic Nondestructive Evaluation

needed and is provided by a pinhole: the scattered beam is focused onto the
pinhole by a lens and can then be reconverted to a parallel beam. On the
optical path to the spectrometer a couple of steering mirrors can be inserted
to give additional degrees of freedom, which is useful for alignment pur-
poses. A similar configuration is obtained using, instead of the incidence
mirror, a larger mirror that deflects all the scattered light with a hole drilled
in it, the incident beam passing through the hole. 

Beside the maximization of the exchanged wave vector, another advan-
tage of backscattering emerges clearly: a single lens focuses the incident
beam and collects the scattered light. In any other scattering geometry two
separate lenses must be adopted, and their focal points must coincide to
high precision. For this reason other geometries have been adopted in
volume scattering,68 but very rarely in SBS. In volume scattering, due to
the finite extension of the waist of the focused incident beam, the require-
ment of coincident foci is less stringent than in SBS, where the additional
requirement of precise coincidence at the surface must be satisfied. Another
advantage of backscattering is that, at least for incidence not too close to
the normal, the collection direction is far from the specular reflection one,
and in the collected beam the amount of light that is elastically scattered
is therefore minimized. 

Example 1 

Determine the range of SAW wavelengths probed in backscattering, with
incidence angle varying from 20 to 70∞, and with: (a) the l0 = 532-nm
light of a frequency-doubled Nd:YAG laser, and (b) the l0 = 488-nm light
of the blue line of an Ar ion laser. 

FIGURE 10.6
Experimental setup in backscattering. LB: laser beam; M: mirror; FL: front lens; S: sample, L1, P,
and L2: spatial filtering by two lenses and a pinhole; FP: Fabry-Perot interferometer (for sim-
plicity, a single interferometer is shown, instead of the tandem multipass one); D: light detector.

i

FL

L.B.

L1 P L2 L3FP D

S
M

1462.book  Page 606  Monday, December 1, 2003  3:06 PM

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



Brillouin Scattering Measurement of SAW Velocities 607

SOLUTION 

Equation 10.61 states that

therefore l|| = l0/(2sinqi). With 20∞ £ qj £ 70∞, we have 0.342 £ sin qj £
0.940. For the two cases, 778 nm ≥ l|| ≥ 283 nm and 713 nm ≥ l|| ≥ 260 nm. 

Example 2 

Estimate the frequencies of bulk acoustic waves (if any) and of SAWs
probed in backscattering, with incidence angles of 30∞ and of 70∞, by the
l0 = 514.5 nm light of the green line of an Ar ion laser, for a) silicon, b)
diamond, c) aluminum. 

SOLUTION 

From Example 1, the parallel wavelengths probed in backscattering with
l0 = 514.5 and qi = 20∞ and 70∞, (i.e., sin qi = 0.5 and 0.94) are l|| = 514.5
and 273.8 nm. From Equation 10.58 the bulk wavelength probed in back-
scattering with l0 = 514.5 is l = l0/(2n) = 257.2/n, where n is the refractive
index. An estimate of the frequency requires an estimate of the velocity. 
     In aluminum, only the Rayleigh surface wave can be observed. Poly-
crystalline aluminum is isotropic. From the SBS point of view, if the
focusing spot of the incident laser beam is smaller than a single grain, the
properties of that grain, which is anisotropic, are mainly probed. How-
ever, beside the possibility of focusing close to the grain border, single
grain properties can realistically be probed only with grains of several
tens of microns. The isotropic properties of polycrystalline aluminum
(i.e., cS @ 3 km/secec [see Chapter 1] and n @ 0.35) are then considered
here. It was discussed in Section 10.2.2.2 that in the isotropic case, 0.87cS

< cR < 0.96cS, with the approximate expression (see Equation 10.50) cR =
cS(0.87 + 1.12 n)/(1 + n). This gives respectively 2.61 < cR < 2.88 km/sec,
and cR = 2.80 km/sec (the uncertainty in cS, see Chapter 1, limits the
precision of this number), meaning fSAW = 5.44 and 10.2 GHz. 

     Crystalline diamond and silicon have cubic anisotropy. Cubic sym-
metry guarantees the isotropy of quantities like the refractive index,
represented by tensors of rank 2, but the elastic behavior is anisotropic.
Available values or mass density, elastic constants and refractive index
are, for silicon, r = 2.33 ¥ 103 kg/m3, C11 = 166 GPa, C44 = 79.6 GPa, C12 =
64 GPa, and n ~ 4 (real part), and for diamond 

70 r = 3.51 ¥ 103 kg/m3,
C11 = 1080 GPa, C44 = 578 GPa and C12 = 125 GPa, and n = 2.43. In crystalline
media the velocities depend on the direction, and the usual formulas for
bulk waves, cP = (C11/r)1/2 and cS = (C44/r)1/2, give the appropriate values

k qi i i|| sin sin= =2 2
2
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only for propagation along the [100] crystalline direction. Similarly, the
RW velocity is direction dependent, and the above expressions are no
longer valid. A detailed solution of this example would require the anal-
ysis of the anisotropic wave velocity. An estimate of bulk velocities can
be obtained by the isotropic expressions. It can be noted that, due to the
high values of the refractive indexes, for incidence not too far from normal
on a (100) face the propagation direction of the probed bulk waves is close
to the [100]. It can also be noted that for propagation exactly along the
[100] direction the scattering cross section for the shear waves is null. An
even rougher estimate for the Rayleigh velocity can be taken as the ve-
locity cS of the shear wave given by the isotropic formula. 
     With the above values, cS = 5.84 km/secec and cP = 8.44 km/secec for
silicon, and cS = 12.83 km/sec and cP = 17.54 km/sec for diamond. These
values of velocity give the following estimates: for silicon, fSAW = 11.3 and
21.3 GHz for the two incidence angles, fS = 91 GHz and fP = 131 GHz; for
diamond, fSAW = 24.9 and 46.9 GHz for the two incidence angles, fS = 121
GHz and fP = 166 GHz. 
     In reality, observed values of the RW velocity cSAW vary with the
propagation direction, and are closer to 5 km/sec for silicon 71 and to 11
km/sec for diamond,72 with frequencies that are accordingly lower. 

10.3.1.3 Other Scattering Configurations

Before proceeding in the present analysis, other types of experimental con-
figurations are briefly mentioned. They have been used in Brillouin scatter-
ing measurements, but their applicability is less general than that of the
scheme considered here. 

Surface enhancement of Brillouin scattering by the excitation of surface
plasmon polaritons was theoretically predicted73,74 and observed.75,76 This
kind of experiment is interesting for the physics because it involves different
types of excitations and it gives intense signals. However, it seems to be
restricted to the special case of metal films of 40 to 80 nm thickness deposited
on transparent substrates. 

Brillouin scattering was observed in an optical waveguide, formed by a
transparent film surrounded by two media of lower refractive index (includ-
ing vacuum or air). The light propagates in the film by multiple total internal
reflection, and repeatedly interacts with the acoustic wave. In various exper-
iments,24,77 prisms were exploited to insert the laser beam into the film and
then to extract it. It can be mentioned that in the widely used signal trans-
mission in optical fibers (specifically a transparent fiber surrounded by a
medium of lower refractive index) Brillouin scattering occurs as an
unwanted disturbance to be minimized, since it diverts power from the
signal and thus introduces a transmission loss. 

For transparent films a simple and effective geometry was developed,
which allows simultaneous collection of the backscattered light and light
scattered by bulk waves having wave vector parallel to the film surface.78,79

The technique is applicable to transparent films with a reflecting substrate,
or on which a metallic film has been evaporated. 
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10.3.2 Spectral Analysis 

The analysis of Brillouin spectra, and especially of SBS spectra, is not a trivial
task. The collected light contains (see Section 10.2.1) an intense elastic peak
at the incident frequency Wi and one (or more) weak doublet at frequencies
Wi ± w. The difficulty arises from the low intensity of the doublet and from
its small relative frequency shift. The intensity is several orders of magnitude
lower than that of the elastic peak, and the relative spectral shift w/Wi is, for
SBS, well below 10-4, down to 10-6 (see Section 10.3.1.1). With green light the
incident frequency is ~6 ¥ 1014 Hz and the spectral shift is below 30 GHz. It
can be noted that 30 GHz means exactly 1 cm-1, and that typical frequency
shifts observed in Raman scattering range from hundreds to thousands of
cm-1. The smallness of the frequency shift prevents the analysis by dispersive
means such as diffraction gratings; also, even the triple grating configura-
tions do not achieve a sufficient resolution. 

Two methods have been exploited to overcome this difficulty: narrow
bandwidth tunable band-pass filters and beating or heterodyne methods.
Due to the optical frequency range, both types of instruments have to be
implemented by optical means. Scanning multipass Fabry-Perot interferom-
eters achieve the required filtering performances, and have become the stan-
dard choice. Most of the experimental SBS work published in the last decade
was performed by this type of spectrometer, which is described here in some
detail. In heterodyne methods, beating is observed, resulting from mixing
the collected light with a reference beam. These methods have advantages
and limitations. However since the limitations are severe for SBS applica-
tions, these applications are seldom used and are briefly outlined at the end
of this section. 

10.3.2.1 Multipass Fabry-Perot Interferometers 

The Fabry-Perot interferometer80 is an optical resonator that transmits only
the light of its resonant wavelength, and thus acts as a band-pass filter. Since
its resonant frequency is adjustable, it can exploited to scan the spectrum to
be measured. Conventional Fabry-Perot interferometers do not achieve the
contrast (the ratio of the maximum to the minimum transmissivity) needed
to resolve the weak Brillouin doublets, and especially the SBS doublets.
Sandercock first showed that the contrast could be significantly improved
by multipassing (see below) the interferometer; after demonstrating, by a
double pass,81 the potential of multipassing, he developed multipass inter-
ferometers.82 He then showed the advantage of tandem Fabry-Perot inter-
ferometers operated in series64 that avoid the overlapping of adjacent orders
of interference, and introduced the configuration that exploits a single scan-
ning stage common to the two interferometers, and thus automatically guar-
antees a synchronized scan.83 While other configurations were also exploited
(single interferometers with three up to seven passes, tandem 3+3 passes
with synchronous piezoelectric scanning,84 the tandem configuration with
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a common scanning stage85 evolved into the 3+3 passes tandem interferom-
eter,3,12,64 which has become the type of interferometer most commonly
adopted in Brillouin spectrometry. A fully computer-controlled version was
described recently.86 For specialized applications requiring extreme resolu-
tion, the combination of a plane multipassed Fabry-Perot and a spherical
confocal one was also adopted.87 

The basic principles of the operations of Fabry-Perot interferometers and
multipass interferometers are summarized here, from the user's point of view,
for readers not familiar with optical instrumentation. Reference is made to
the mentioned configuration, commonly exploited for Brillouin spectros-
copy. More detailed discussions can be found in existing excellent reviews,
both general80 and more specific.3,12 

A single plane Fabry-Perot interferometer is an optical resonator (an opti-
cal cavity) formed by two plane parallel partially reflecting mirrors, at
distance d from each other. Light enters the cavity through one of the
incompletely reflecting mirrors, and is reflected back and forth, part of it
being leaked at each reflection; the light leaking from the second mirror is
the transmitted light. In the multiple reflection process the intensity of the
wavelengths that satisfy the constructive interference condition is enhanced,
while all the other wavelengths eventually interfere destructively and decay.
The transmitted light contains only the wavelengths whose intensity in the
cavity is high. For light of wavelength l and frequency f = clight/l, entering
the resonator with incidence normal to the mirrors, the constructive inter-
ference condition for a “round trip” between the mirrors is 2d = ml, where
m is any positive integer. The equally spaced frequencies fm = m(clight/2d) are
thus selected, the frequency spacing being called the free spectral range:
FSR =  clight /2d. For light entering the resonator with non-normal incidence,
the resonance condition depends on the incidence angle, and the interfer-
ometer acts as a dispersive device, selecting a different frequency for any
angle; this configuration is not useful in this context and will not be con-
sidered further. 

More precisely, for normal incidence on mirrors of equal reflectivity R the
phase delay j between two consecutive round trips is j = 2d(2p/l) = 2d(2pf/
clight), and the superposition of the infinite reflections (having decreasing
intensity due to incomplete reflection) gives a transmitted intensity 

where R¢ = 4R/(1 - R)2. The shape function [1 + R¢ sin2(j/2)]-1 is called the
Airy function; it is a set of equally spaced maxima that become sharper for
increasing R. Its maxima (I = Imax) occur for j/2 = mp, which identify the
frequencies fm mentioned above, and the minima (I = Imax/(1 + R¢)) are at
halfway between maxima. The ratio of maximum to minimum transmission
is called contrast or extinction ratio; it is (1 + R¢) = (1 + R2)/(1 - R2) and diverges

I
I

R
=

+ ¢
max

sin ( / )1 22 j
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when R approaches unity, exceeding 100 for R > 0.82 and 1000 for R > 0.94.
The sharpness of the maxima is also an increasing function of R. The common
characterization of sharpness by the full width at half maximum (FWHM) is
usually presented in terms of the finesse F, defined as the ratio of the distance
Dj = 2p between consecutive maxima to the FWHM. The Airy function gives
a finesse F = p /(1 - R), which exceeds 30 for R > 0.9 and 60 for R > 0.95;
these values of F can be lowered by imperfections of the mirrors and by
geometrical effects like the collection geometry discussed below. 

Summarizing, the Fabry-Perot interferometer acts as a band-pass filter,
transmitting all the frequencies fm that are at equal spacing FSR from each
other, with bandwidth FSR/F around each of them. High-performance fil-
tering requires high values of the finesse F, in order to have a narrow trans-
mitted bandwidth, and of the contrast, in order to have a strong attenuation
of the nontransmitted wavelengths. Both parameters are increasing functions
of the reflectivity R, and, beside the imperfections, are limited because for
values of R too close to unity the maximum transmission declines. 

The FSR, and therefore the transmitted frequencies fm, can be modulated
by modulating the distance d between the mirrors. Accordingly, the inter-
ferometer can be operated as a spectrometer using one of the transmitted
frequencies as a narrow bandwidth band-pass filter, whose frequency is
scanned across the spectral interval to be measured. 

Operation of the interferometer as a Brillouin spectrometer is accom-
plished by first adjusting d to a central value  such that the incident laser
frequency Wi/2p is transmitted, and then varying d around : d = +dd.
This means that the th transmission peak coincides with the laser fre-
quency: (i.e.,  = l0/2); the selected FSR is (clight/
2 ). Then d is varied, typically by one order of interference (i.e., with |dd|
£ l0/2 = / ); the extrema of this interval are easily identified by the laser
frequency being transmitted again by the  and  transmission peaks,
respectively. By this distance scan the  transmission frequency scans the
frequency range dW/2p =  ± (Wi/2p)/  = ± (clight/2 ) = FSR around Wi/2p.
With frequency shifts to be measured ranging from a few GHz to some tens
of giaghertz, FSR of tens of GHz are the typical choice, meaning distances
of a few millimeters. With |dd| £ l0/2 = /  such distances mean that /
|dd| =  ~104. Although the frequency is inversely proportional to the dis-
tance, with such small scanning amplitudes the relationship can be linear-
ized: the relative accuracy of the linearized relationship is |dd|/  = 1/
and is acceptable in most cases. 

The Fabry-Perot interferometer is thus operated as a narrow band-pass
filter that scans the frequency interval of interest. Light is then detected by
a photomultiplier; due to the low intensity of SBS doublets, the photomul-
tiplier is typically operated in the single photon counting mode. The distance
(i.e., frequency) scan is usually performed by discrete steps. The distance is
kept fixed for a given time, with photons being counted and attributed to
that channel. The distance is then changed to a new value, and photons are
counted and attributed to the new channel. The overall scanning amplitude

R
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is typically twice the FSR; the number of channels into which the scan is
subdivided should be correlated to the finesse. Since the filtered bandwidth
is FSR/F, and since the filter transfer function is an Airy function (which is
similar to a Gaussian), if the number of channels is significantly smaller than
2F, the adjacent channels do not overlap and part of the spectral information
is lost. On the other hand, if the number of channels is much higher than 2F
the adjacent channels strongly overlap, and measurement time is consumed
to collect redundant data. The optimal number of channels is therefore larger,
but not much larger, than twice the finesse. 

Since the finesse is a parameter of each specific interferometer and is
independent of mirror distance, once the number of channels is fixed the
only parameter to be chosen for each measurement is the FSR, (i.e., the mirror
distance). Since the spectrum is measured in the ± FSR interval, the optimal
choice of the FSR requires an estimate of the frequency of the peaks to be
measured. The FSR must obviously be larger than the frequency to be mea-
sured, but not too much larger. As in any measurement, if the adopted full
scale range is too large, the resolution becomes poor. As a rule of thumb, the
FSR should not exceed twice the expected value of the frequency that should
be measured. When performing sets of measurements, typically when mea-
suring the spectrum at a set of different incidence angles, the practical
requirement of not too often changing the mirror distance can lead to a
partial relaxation of the above criterion. 

As mentioned above, the filtering efficiency is measured by the finesse and
the contrast. Measurement of Brillouin doublets has to face the proximity of
the elastic peak, with orders of magnitude more intense; the contrast typi-
cally achievable by a single Fabry-Perot is not sufficient to effectively filter
it off. Multipassing is therefore adopted. Passing the scattered light more
times by the same interferometer increases both the contrast and the finesse,
although the practically achieved values do not fully reach the theoretical
limits (the product of the single-pass contrasts and the sum of the single-
pass finesses). Similarly, tandem interferometers are adopted because in a
single interferometer transmission simultaneously occurs by the , ,
and  transmission peaks, resulting in overlapping shifted replicas of the
same spectrum and making the interpretation of the spectra more difficult.
Two interferometers having slightly different FSR can be synchronously
scanned, keeping their  transmission peaks coincident, with a high overall
transmissivity; due to the different values of the FSR, if the  transmission
peaks coincide and the  and  peaks of the two interferometers do not
coincide, each of the interferometers cancels these transmission peaks of the
other, avoiding replication of spectra. 

In practice, full consideration of the detailed operation of a tandem mul-
tipass interferometer is not required. Such an interferometer, when properly
synchronized, behaves as a peculiar single interferometer in which transmis-
sion from adjacent orders is almost completely suppressed, and which
achieves high values of contrast and finesse, not realistically achievable by
a single pass. The not perfect suppression shows up by the partial transmis-

fm fm-1
fm +1

fm
fm

fm-1 fm +1
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sion of the intense laser light. This occurs at the extremes of the FSR, when
only one of the interferometers does not transmit the laser frequency, giving
rise to the instrumental ghosts typical of Fabry-Perot spectrometers. These
ghosts, at ± FSR, can be usefully exploited for calibration purposes once the
distance among the mirrors is known. Operationally, for each measurement
two parameters have to be set: the number of channels and the FSR. The
number of channels being optimally set at or above twice the finesse, and
the finesse achievable by a multipass Fabry-Perot being of the order of 100,
numbers of channels of 256 or 512 are typical choices. The FSR should instead
be set, exactly as for a single-pass interferometer, above the expected frequency
of the spectral feature to be measured, but not above twice or three times it. 

It should finally be mentioned that operational modes slightly different
from that outlined here can be useful for specific applications. For instance,
frequency scanning by more than one FSR can be useful for high accuracy
measurement of a peak frequency, when this frequency is already approxi-
mately known.70 

Example 3 

Evaluate the mirror distances to be adopted for the measurement of
SAWs and respectively bulk acoustic waves (if any), for measurements
performed in backscattering, with incidence angles of 30 and of 70∞, by
the l0 = 514.5-nm light of the green line of an Ar ion laser, for (a) silicon,
(b) diamond, (c) aluminum. 

SOLUTION 

The evaluation is a straightforward consequence of the estimates of Ex-
ample 2. Since FSR = clight/2d and, in the most common case, the FSR
coincides with the full scale range of the measurements, d is immediately
obtained keeping in mind that the numbers obtained in example 2 were
only estimates. In order to observe the bulk waves in silicon and dia-
mond, appropriate choices of the FSR could be at least 150 and 200 GHz,
meaning a d of at most 1 mm and 0.75 mm, respectively. With these
values of the FSR the RW can still be observed, but with a relatively poor
resolution. In order to better measure the RW of the three materials, more
appropriate choices of the FSR could be around 60, 30, and 15 GHz
respectively, meaning a d of 2.5, 5, and 10 mm. 

10.3.2.2 Optical Beating Methods 

Optical beating methods are based on the heterodyne detection technique.88

The scattered light is mixed, by beam splitters, with a reference beam derived
from the incident beam, and the beating resulting from the interference of
the two beams is observed. The measured signal is accordingly shifted to a
frequency accessible by high-speed optical sensors, and frequency resolution
becomes possible, which is much better than that achieved by optical filter-
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ing. After the method was first proposed, the first observation of a spectrum
containing a Brillouin doublet from bulk waves was limited to frequencies
below 100 MHz. A variant of the method achieved very high resolution, but
remained limited to a few hundred megahertz. Scattering by surface waves
was later observed in this frequency range. The upper frequency limit was
extended to 800 MHz and to 1.7 GHz; more recently, by a more complex
superheterodyne technique89 a frequency range extending from 10 MHz
to 3 GHz, with very high frequency resolution, was achieved. The optical
beating methods intrinsically have a very small collection solid angle; since
the collected light must interfere with a reference beam, its wave vector qs
must have a well-defined direction. This gives a good qs resolution and
allows the good frequency resolution, but with the usually weak surface
scattering signals the larger collection angle allowed by filtering methods is
typically necessary to gather a sufficient signal. The optical beating methods
remain essentially devoted to transparent media, either solid or liquid.88 

10.3.3 Nonideality of the Scattering Configuration

A further step in the analysis of the experimental setup involves the consid-
eration of its geometrical nonidealities, which are at the origin of experimen-
tal uncertainties and of the broadening of spectral peaks. The analysis is
presented mainly with reference to the case of backscattering from SAWs.
Indications concerning scattering by SAWs in other geometries and scatter-
ing by bulk waves are also given. 

10.3.3.1 Geometrical Imperfections

First, for the scattering geometry, the values of the incidence and scattering
angles (see Equation 10.60) are known with finite accuracy. For both volume
and surface scattering the backscattering configuration exploiting a single
lens is better suited to minimize this error.45,69 Once the alignment of the
incidence mirror and the front lens is carefully performed (see the next sec-
tion) the coincidence of the incident and scattered direction is automatically
obtained, and the measurement uncertainties concern only the incidence
angle qi. A given qi is obtained by specimen rotation from a reference position.
Rotators are available by which rotations can be performed and measured
with accuracy better than 0.1 mrad; the error in qi is essentially the error in
the identification of the reference position. A practical reference position is
normal incidence, identified by the perfect superposition of incident and
reflected beams. By common procedures the exact superposition is typically
found with an uncertainty in qi of at most dqi @ 0.2∞ @ 3.5 mrad.90 This means
a relative uncertainty in k|| of (see Equation 10.61) dk||/k|| =  (∂k||/∂qi) dqi/
k|| = dq i/tanqi, which is nearly 1% at qi = 20∞, decreases to 0.6% at qi =  30∞,
and falls to 0.13% at qi = 70∞. This uncertainty contributes to the uncertainty
of the measured velocity. Its reduction requires some specific setup (e.g., a
sufficiently long optical path with pinholes). The uncertainty dqi can thus be
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lowered to around 0.5 mrad, meaning that the relative uncertainty dq||/q||0
is reduced to 0.14% at qi =  20∞ and 0.1% at qi = 30∞, down to 0.02% at qi = 70∞. 

10.3.3.2 Finite Collection Angle 

In the outline presented above the wave vectors qi and qs were implicitly
treated as perfectly determined vectors, implying a perfectly defined wave vec-
tor k||. In reality, as it is discussed below and as it can be seen from Figure 10.6,
both qi and qs lie within cones around their nominal values and correspond
to a whole range of wave vectors k||. 

The incident beam is focused onto the sample, because otherwise the
optical power density is not sufficient to give a detectable scattered signal.
Due to the finite width of the laser beam, after focusing the incident beam
contains all the wave vectors of given |qi| lying in a cone around the
nominal incidence direction. More importantly, the front lens collects scat-
tered light with all the directions of qs falling within the solid angle W
delimited by the lens aperture (i.e., with all the wave vectors within a cone
around the nominal collection direction; see Figure 10.6). Due to the small
width of the laser beam the spread of qi is a minor effect, while the spread
of qs can be significant, since a wider collection angle means a higher signal
intensity. A sufficiently accurate analysis can be performed considering only
the spread of qs.

A first consideration concerns the axis of the collection cone (i.e., the
nominal scattering direction). The normal incidence can be identified as
mentioned above by the perfect superposition of incident and reflected
beams, but can also be found with superposed beams not passing through
the center of the front lens. In that case the axis of the collection cone, which
passes through the center of the lens, does not coincide with the incidence
direction: backscattering is not perfectly achieved, an error dqs being present
in the scattered direction alone. This error gives a relative uncertainty in k||,
evaluated for a fixed qi, of (see Equation 10.60) dk||/k||= (∂k||/∂qs) dqs/k|| =
dqs/(2tanqi). The same type of error occurs when the alignment of the col-
lected light beam with the optical axis of the interferometer is not perfect. If
this is the case, the finite apertures on the optical path of the interferometer
can clip the light beam asymmetrically with respect to the beam axis. The
light that is eventually analyzed is collected not symmetrically around the
incidence direction. 

This type of error is not easily detected, although it can be significant. An
iris diaphragm mounted on the front lens can be of great help in the proce-
dure of centering the beams. 

A second consideration concerns the aperture of the collection cone. The
lens, of numerical aperture N.A., collects all the wave vectors qs whose
direction differs from the nominal one by an angle smaller than glens =
arctan[1/(2 N.A.)]; with a lens of aperture f/2 the collection cone has a
semiangle glens ~ (1/4) radian ~ 14∞, which is reduced to glens ~ (1/11) radian
~ 5∞ for a lens of aperture f/5.6. When a wide lens aperture is adopted the

1462.book  Page 615  Monday, December 1, 2003  3:06 PM

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



616 Ultrasonic Nondestructive Evaluation

whole optical path, also within the interferometer, should be considered.
Other finite apertures can be present, which can limit the collected light beam
to a diameter smaller than that accepted by the front lens. 

The wave vectors qs belonging to the collection solid angle W are the
outcome of interactions with SAWs whose wave vectors k||, determined by
Equation 10.59, belong to a whole region in the k|| plane 4,90. This region is
symmetrically located around the incidence plane; the average <k||>s of the
wave vectors belonging to it can be computed integrating over the solid
angle W and weighting each value of k|| by the corresponding cross section
ds/dW, which is a function of both qi and qs.

90

(10.62)

The cross section for scattering by the ripple effect alone from an isotropic
solid can be expressed in closed form.20,90,91 If the elasto-optic mechanism is
not negligible, the cross section is instead a function of the strain field within
the material, and its evaluation is computationally much more expensive
and requires the elasto-optic coefficients of the material, which are seldom
known. An average value <k||>g, which only takes into account geometric
effects,90 can be computed in a simpler way by ignoring the dependence of
ds/dW on ks: <k||>g= ÚW (qi - qs)|| dW. In this integration, as well as in that
of Equation 10.62, the small solid angle intercepted by the incidence mirror
(or by any other means exploited to direct the incident beam onto the sample)
should be eliminated from the integration solid angle; the scattered light
impinging on it is reflected back toward the laser and is not collected.4 

It should be noted that the relationship between qs and k|| is nonlinear,
since it involves a projection, (i.e., a trigonometric function). As a conse-
quence, although the collection cone has perfect rotation symmetry around
the nominal collection direction, meaning that the average collection direc-
tion coincides with the nominal one, the averages <k||>s and <k||>g do not
coincide with the nominal value of k||, given by Equation 10.61. Due to the
reflection symmetry with respect to the incidence plane the averages <k||>s
and <k||>g still belong to the incidence plane itself, but their modulus is not
exactly given by Equation 10.61. The difference can be appreciated in a
simplified way evaluating <k||>g by considering, instead of the whole solid
angle W (Equation 10.62), only the collected wave vectors belonging to the
incidence plane. This subset of collected wave vectors is significant, because
it includes the minimum and the maximum of all the collected ks, and is
easily analyzed, because it is the set of wave vectors for which Equation
10.60 holds. It is the set of wave vectors for which qs lies in the interval (-qi
- glens, - q i + glens); accordingly, the values of k|| are spread over the interval
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(10.63)

(10.64)

and the relative difference between this value and the nominal one given by
Equation 10.61 is

 (glens in radians)

which does not depend on qi and can be not negligible when the best
accuracy is needed with wide lens apertures. Similar conclusions are reached
by the full integration of Equation 10.62.90 

10.3.3.3 Instrumental Peak Width 

The finite collection aperture also gives the main contribution to the instru-
mental width of the spectral peaks. An estimate is straightforwardly obtained
in the simple case of a SAW propagating with velocity cSAW independent of
wavelength (a nondispersive SAW). In this case each collected wave vector
corresponds to a circular frequency w = cSAW|k|||, and the spread of the
frequencies is simply proportional to the spread of wave vectors given by
Equation 10.63. In a more detailed analysis, still in the case of a SAW prop-
agating with velocity cSAW independent of wavelength and of the propagation
direction, the actual spectrum of the collected light can be predicted by a
procedure analogous to the integration of Equation 10.62.4,90 The collection
angle W is subdivided in infinitesimal angles dW, each one corresponding to
a specific direction of qs (i.e., to a specific value of k||). Each infinitesimal
angle contributes to the spectrum of the collected light an elemental peak
centered at w = cSAW|k|||. The superposition of all the elemental peaks,
possibly weighted by the corresponding scattering cross sections, supplies
the spectrum of the collected light. 

If the SAW velocity depends on wavelength or on the propagation direc-
tion, the spread in the value of the velocity further contributes to the spread
of the frequencies of the elemental peaks. Other minor contributions to
spectral broadening come from the finite width of the laser beam and from
its finite spectral purity. In the above prediction procedure, if the intrinsic
width of the spectral line corresponding to the acoustic mode is small, the
width of each elemental peak is negligible, and the width of the measured
peak is essentially the instrumental width. If instead the spectral line is
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broadened, by, for example, scattering or damping processes, each elemental
peak has a finite width, and the width of the measured peak is the outcome
of both the intrinsic and the instrumental width. This should be taken into
account when the line width has to be measured (e.g., to assess damping
coefficients). 

A slit is sometimes inserted in the collected light beam.4 The collection
solid angle is thus reduced, achieving a significant reduction of both the
difference between the average and the nominal k|| and the spread of k||.
The instrumental peak width is thus significantly reduced, at the cost of a
significant reduction of collected intensity, meaning an increase in measure-
ment times. 

For scattering by bulk waves the situation is slightly different. Projection
of the wave vectors onto the surface is not involved; this implies that because
of the perfect rotational symmetry of the collection cone around the nominal
collection direction, the exchanged wave vectors are distributed with cylin-
drical symmetry around the nominal one. The average exchanged wave
vector <k> has therefore the same direction as the nominal one. However
all the wave vectors in the collection cone, except the nominal one, are not
perfectly opposite to the incident wave vector, meaning that the exchanged
wave vectors have a modulus slightly smaller than the nominal one (see
Equation 10.56). Therefore, the finite collection angle causes a broadening of
the spectral peak, with a shift in its center of mass.80

10.3.3.4 Measurement Accuracy

The overall precision and accuracy can be assessed by summarizing the
above observations. First, the scattered intensity is measured by photon
counting after narrow band-pass filtering by the Fabry-Perot interferometer
(see above). Due to the weakness of Brillouin doublets the count rates can
be very small (count rates of tens of counts per seconds are not rare) such
that the total count numbers can be rather low. With low count numbers the
intrinsically statistical nature of photon counting has evident consequences.
For each channel of the spectrum analyzer the photon count n is a statistical
variable; since the intensity is stationary it is the outcome of a Poissionian
process which has an intrinsic variance of . The relative variance /n
is therefore a slowly decreasing function of the count number. This gives the
spectra a granular or noisy appearance; the relative amplitude of the noise
band in the spectra can only be decreased by increasing the measurement
time. Since the decrease is slow, the advantage of a better definition of the
spectrum has to be assessed against the increased measurement time. The
central frequency w of a spectral peak is typically found by fitting a prede-
termined line shape; the uncertainty dw associated with the fitting procedure
can typically be obtained by the procedure itself. It was mentioned in Section
10.3.2.1 that the most efficient number of spectral channels is of the order of
twice the finesse. The uncertainty in the identification of the central fre-
quency of a peak is typically below one channel, meaning that with a finesse

n n
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of the order of 100 the uncertainty in the frequency measurement due to the
photon counting process is of the order of a fraction of a percent. This
uncertainty, although immediately evident, may not be the main cause of
uncertainty. A comparable uncertainty comes from the calibration of the
frequency scale. The most common calibration procedures are the measure-
ment of a reference peak of known frequency and the attribution of the FSR
frequency to the position of the ghosts. Both procedures involve the deter-
mination of the position of a spectral feature, which is affected by the same
type of uncertainty discussed above. 

Geometrical imperfections, whose effect is intrinsically deterministic, must
also be analyzed in statistical terms because imperfections are, by definition,
not known. If qi is measured with an uncertainty for which an upper bound
dqi can be assigned, the value of k|| is known to a relative uncertainty, which
in backscattering is dk||/k||= dq i/tanqi, as shown above. The backscattering
geometry is generally the configuration that optimizes the accuracy of k||.
Remembering that k|| = qi (sinqi - sinqs) (Equation 10.60), where qi is positive
and qs is taken positive in forward scattering and negative in backward
scattering, in the latter case k|| is the sum of two terms of the same sign (in
particular in backscattering qi = -qs and the two contributions have identical
weight); in forward scattering k|| is significantly smaller, being the sum of
two terms of the opposite sign. Since the uncertainties dk|| are the same, the
relative uncertainty dk||/k|| is much worse in forward scattering. Further-
more, all the configurations other than backscattering require separate inci-
dence and collection optics, introducing additional error causes. 

The finite collection angle has the deterministic effect discussed in Section
10.3.3.2. It leads to a spread of the k|| values (Equation 10.63), which affects
the precision, since it increases the uncertainty in the identification of the
central frequency of the spectral peak. More importantly, it affects the accu-
racy, because the average exchanged wave vector <k||>g or <k||>s is shifted
from the nominal one k||0 (Equation 10.64)). The relative difference can reach
0.5% for an f/2 lens aperture, and is reduced well below 0.1% for an f/5.6
lens aperture. As discussed in  Section 10.3.3.2, this shift can be computed
and corrected for; it can also be strongly reduced by the adoption of a slit.
However, in the case of the slit the simple estimates of Equation 10.63 and
Equation 10.64 are no longer fully significant, because the subset of wave
vectors considered by these equations is no longer fully representative, and
the full computation of <k||> must be considered. 

Since cSAW = w/k||, uncertainties dw and dk|| induce velocity uncertainties
dcSAW of the measured velocity such that |dcSAW/cSAW| = |dw/w| and |dcSAW/
cSAW| = |dk||/k|||. The geometrical causes of bias and uncertainty are sum-
marized and quantitatively evaluated in Table 10.1. Geometrical imperfec-
tions give relative uncertainties |dv/v| proportional to 1/tanqi, and are
therefore more severe at small qi. In Table 10.1 estimates are given at the
extremes of the commonly adopted interval qi = 30∞ ∏ 70∞. It can be noted
that at large incidence angles and for the lower bounds of the primary
uncertainties (meaning accurate alignment and positioning procedures) the
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uncertainties in the velocity indicated in Table 10.1 are smaller than the
intrinsically statistical ones, which have therefore a dominant role. Instead,
for small incidence angles and for the upper bounds of the primary uncer-
tainties (meaning not very accurate alignment and positioning procedures)
the uncertainties of Table 10.1 are larger than the statistical ones, and are
therefore the limiting factor for measurement accuracy. 

10.3.4 Derivation of the Elastic Constants 

A single Brillouin spectrum gives the circular frequencies w of the observable
spectral peaks. As discussed in Section 10.3.1.1 the scattering geometry and
the laser wavelength fully determine the wave vector k|| exchanged with
SAWs (see Equation 10.61 for the backscattering case), while the wave vector
k exchanged with bulk waves also depends on the refractive index n (see
Equation 10.58) for the backscattering case). The velocities of SAWs and of
bulk waves are immediately obtained as w/k|| and w/k, respectively. Dif-
ferent values of k can be obtained by different scattering geometries, but this
is seldom necessary since the bulk wave velocities do not depend on the
modulus of k, although they can depend on its direction. Different values
of k|| are obtained with the same backscattering geometry by simply chang-
ing the incidence angle. The dispersion relation cSAW(k||) is thus measured,
and this is often useful since SAW velocities can depend on k||. However,
since measurements with an incidence angle close to zero are not practical
(elastically reflected light becomes very intense because the scattered direction
is too close to the specular reflection, and the effect of geometrical inaccuracies
becomes more relevant, see Section 10.3.3.), with the standard configuration
the range of k|| that can be explored does not exceed a factor of 3. An exper-
imental procedure to overcome this limitation was recently developed.92 

Scattering by bulk waves has been extensively used to measure the elastic
properties and the elasto-optic constants of bulk samples of nonmetallic
materials.45,69,70,93 In the simplest case of isotropic materials the velocities of
longitudinal and transverse (primary and secondary) waves are simply
given by  and , respectively, and the two moduli are immedi-
ately obtained when both the P and shear wave (S) peaks are measured, and

TABLE 10.1

Summary of the Geometrical Sources of Error in SBS Measurements

Cause Effect
Primary 

Uncertainty

Velocity
Uncertainty ddddc/c 

(%)

Error in qi: dqi dk||/k||0 = dqi/tanqi dqI = 0.5 ∏ 3.5 mrad 0.09 ∏ 0.61 (qi = 30∞)
0.02 ∏ 0.13 (qi = 70∞)

Error in qs: dqs dk||/k||0 = dqs/(2 tanqi) dqs = 5 ∏ 10 mrad 0.43 ∏ 0.86 (qi = 30∞)
0.09 ∏ 0.18 (qi = 70∞)

Collection angle <k||> π k||0 Lens aperture = f/2 
∏ f/5.6

0.1 ∏ 0.5

C11/r C44/r
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Brillouin Scattering Measurement of SAW Velocities 621

when the mass density is known. For crystalline materials the number of
independent elastic constants is higher, and measurements with different
directions of k, possibly requiring crystals with different cuts, can be needed. 

The analysis of scattering by SAWs depends on the nature of the sample.
The cases of the semi-infinite homogeneous medium and of a supported film
are the most relevant, and are considered here. It must be remembered (see
Section 10.3.1.1) that in backscattering the bulk waves are probed at wave-
length l0/(2n) (see Equation 10.58), which is a fraction of a micrometer, and
that SAWs are probed at parallel wavelength l0/(2sinqi) (see Equation 10.61),
which is larger but still smaller than a micrometer (with the usually adopted
green light and with incidence not too close to normal). In supported films
having thickness larger than a couple of micrometers, or even less, these
wavelengths imply that bulk waves are already fully present and can be
detected if the film is transparent enough. They also imply that since the
decay depth of the RW is the same as the wavelength, the displacement field
of the RW hardly reaches the substrate, meaning that such a wave is almost
unaffected by the substrate. In other words, when the film thickness exceeds
1 mm, or little more than that, the presence of the substrate becomes irrele-
vant, and the data analysis can be performed as for a semi-infinite medium
(i.e., a bare substrate).7,72,94 Accordingly, a precise value of thickness is not
needed, while the limitation of the scattering volume, due to the finite film
thickness or to the limited transparency of the material, causes a peak broad-
ening, but not a spectral shift. An exception occurs when high order reso-
nances can be measured.92 

It must also be remembered that the RWs that are detected propagate in
the outermost layer, of depth of the order of 1 mm, and their behavior is
determined by the properties of the material in this outermost layer. If, in a
nominally homogeneous material, a gradient of material properties is
present in the outermost layer, the sample is better schematized by one or
more films, of different properties, on a substrate. 

In the semi-infinite medium case the propagation velocity does not depend
on the modulus of k||, but can depend on its direction if the material is
anisotropic. In the case of a film of thickness h the propagation velocity also
depends on the modulus of k||, namely through the nondimensional product
k||h. In both cases the dependence can be computed, as indicated in
Section 10.2.2. Sets of velocities (Cj) can be computed as a function of
one or more free parameters Cj (typically, but not necessarily, elastic moduli),
the index i typically standing for a set of values of k|| h or a set of propagation
directions (see below). If, for the same set of values of k|| h or of propagation
directions, the velocities  are measured, and free parameters are deter-
mined by a standard least squares minimization procedure. The sum of
squares is computed
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where it has been assumed that the variances si of each  can be
individually estimated; according to standard estimation theory the min-
imum of  identifies the most probable values ( ) of the parameters
in the (Cj) space, and the isolevel curves of the ratio  identify
the confidence region at any predetermined confidence level.95,96 As dis-
cussed below for some cases, in some instances a well-defined minimum
of  is found, allowing a good identification of the parameters,96–98

while in other cases a broad minimum is found, in the shape for instance
of a valley. In such cases a good identification of the parameters is not
possible,57,99,100 although sometimes some combination of the parameters
can be identified with better precision than the individual parame-
ters.57,97,98 It was also shown that in some cases two significantly different
sets of elastic constants fit the measured dispersion relation in a compa-
rable way.101 

The poor or good identification of the minimum of  depends on the
amount of available information. When a single acoustic mode is detected,
the values of  can remain low in a relatively wide region in the (Cj)
space, meaning that the precision in the measurement of  is poor. If
additional information is obtained by the measurement of one or more other
(surface or bulk) acoustic modes the precision in the measurement of the
parameters can be significantly improved.72,97–99,102–106 In these cases the min-
imization procedure can be split; if one of the modes allows a good deter-
mination of a first parameter, the others can be determined assuming a fixed
value of the already identified one.107 In other cases the relatively wide region
in which  is not far from its minimum value has been delimited by
imposing some physical acceptability criterion, like imposing an upper limit
for the value of the bulk elastic modulus at the value of diamond.108,109 In
some cases a fixed value of Poission modulus was imposed a priori. 6 It can
be noted that several published works only give the values of the parameters
obtained by the minimization procedure, without presenting an analysis of
the precision and reliability of the results. 

It must also be noted that this least squares identification procedure is
essentially independent of the technique by which the  are measured, and
the analysis of data obtained by, for example, acoustic microscopy (see Chap-
ter 11) proceeds in the same way.110 Differences are at most quantitative:
acoustic microscopy operates at wavelengths that are two orders of magni-
tude larger than those probed by Brillouin spectroscopy, making its sensi-
tivity to thin films much smaller. 

The two cases of the semi-infinite homogeneous medium and of the sup-
ported film are discussed in more detail in the two following sections. It can
be mentioned that Brillouin scattering has been exploited also in other cases
such as LB films111 and buried layers in silicon-on-insulator structures.112 In
addition, besides the determination of elastic constants in mesoscopically
compact films, other applications have included the analysis of the transition
between nonpropagating and propagating excitations in cluster assembled
films. 113 
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10.3.4.1 Semi-Infinite Medium 

In a semi-infinite homogeneous medium (as noted above, a supported film
having thickness of little more than 1 mm already behaves as a semi-infinite
medium), the translational invariance is broken only by the free surface, and
the sample has no intrinsic length scale; consequently, for any acoustic mode,
the velocity is independent of the wavelength. Measurements at different
values of k||, which in backscattering means measurements at different inci-
dence angles, are useful only because they allow detection of the modes
whose frequency scales as sinqi, allowing the identification of the modes.
Apart from this, measurements at various values of k|| only give the same
improvement in precision, coming from repeated measurements, that would
be obtained by repeated measurements at the same k||. Beside bulk waves,
a semi-infinite homogeneous medium supports the RW and, as noted in
Section 10.3.1.1., in sufficiently transparent materials in which the elasto-optic
scattering mechanism is dominant, the so-called LGM, a mode traveling par-
allel to the surface, can also give a spectral peak.72 In isotropic materials this
mode has the same velocity as the longitudinal bulk wave, and directly
supplies the value of the C11 elastic constant, or, if the longitudinal bulk wave
is also measured, the values of C11 and of the refractive index n. In isotropic
materials the Rayleigh velocity only identifies a combination of the elastic
constants, and approximate expressions are often used (see Section 10.3.4);
exact expressions for specific crystalline symmetries have also been used.114

In anisotropic materials the dependence of the Rayleigh velocity on the
propagation direction gives access to individual values of the constants.8,10,94

If bulk waves can also be measured, the additional information improves
the precision and the number of constants that can be determined, up to the
determination of the whole set of elastic constants,7,72,94 also in a low-sym-
metry case.115 The dependence of the effective elastic constants on the prop-
agation direction and on the position in the film has also been exploited to
explore internal stresses.79 

10.3.4.2 Supported Film

In a sample formed by a substrate and a supported film the film thickness
h identifies a specific length scale, and the propagation velocity depends on
the ratio of the acoustic length to h. This is typically expressed as a dependence
of the acoustic velocity on the nondimensional product k||h, and the behavior
of the semi-infinite medium of the film material is asymptotically approached
for high values of k||h. Measurements at different values of k|| allow measure-
ment of the dispersion relation cSAW(k||h). As noted at the beginning of Section
10.3.4, in backscattering the accessible range for k|| does not exceed a factor
of 3. In order to explore a wider range of k||h, in some cases sets of films of
different thicknesses have been used.95,102,107,116 The independence of film prop-
erties on thickness is assessed checking that the parts of the dispersion relation
measured on different samples fall on the same curve. This procedure was
adopted also for unsupported films.117 In other cases, in which the dependence
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of film properties on thickness was precisely the objective of the investiga-
tion,109 this procedure could not be adopted. 

As discussed in Section 10.1, in the case of a supported film, various types
of modes can be present, according to the properties of the film and the
substrate and to film thickness. As already discussed in Section 10.3.4, the
quality of the information that can be obtained on the film material depends
on the amount of information obtained from the observed acoustic branches.
In addition to the RW modified by the presence of the film (modified Ray-
leigh wave), which is generally present, further information has been gained
by the detection of the LGM107,108 or of Sezawa or other modes.10,95,103,105,116

The information that can be obtained from the modified Rayleigh wave was
assessed in a model case (isotropic film on silicon substrate) by a sensitivity
analysis.118 It was found that the modified RW velocity is most sensitive to
the values of the Young modulus and the shear modulus, meaning that both
moduli can be determined with good precision, but least sensitive to the
Poission’s ratio n, the bulk modulus B, and the C11 elastic constants, meaning
that these parameters remain poorly determined. It was also found that the
sensitivity to the film thickness and mass density is not high, meaning that
for the identification of the elastic moduli an extreme accuracy in the mea-
surement of thickness and density is not crucial. It was finally found, con-
sidering the possible detection of a second branch, that the LGM
significantly contributes to the determination of n and B, while the first
Sezawa mode does not. These results justify the adoption of physical plausibility
limits for n and B, by which the Young modulus and shear modulus could be
determined for films of thickness down to a couple of nanometers.100,109 

In a case of a semitransparent layer on a solid, treated by a number of
authors,20–22,24,25 the full calculation requires a knowledge of the complex
refractive indices and elasto-optic constants of the layer and substrate (which
are not always readily available) and the near-surface dynamics, and takes
account of the interference between ripple and elasto-optic scattering.119

Where elasto-optic scattering plays a minor or subsidiary role, SBS spectra
can often be semiquantitatively understood with just a knowledge of the
surface dynamic response. In particular, the positions (but not the intensities)
of the RW and Sezawa peaks are independent of the scattering mechanism.
Interestingly, when elasto-optic scattering predominates, the dip in the Lamb
shoulder at the P threshold reverses and becomes a peak very close to the
P threshold, called the LGM.46 

10.4 Case Studies in Surface Brillouin Scattering 

Representative results obtained by SBS are reviewed in this section. As was
mentioned in the introduction, SBS measures SAW velocities in the frequency
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range from a few GHz to 30 GHz with a lateral resolution of the order of
several microns; the area subjected to the measurement is the focusing spot
of the incident laser, which can be as small as ~ 5 mm on the focal plane. Within
this area, light interacts with acoustic waves of submicrometric wavelength.
The frequency range and spatial resolution determine the potential for SBS
applications in nondestructive evaluation. 

The ability to measure SAWs at high frequency has allowed the character-
ization of the elastic properties of the submicrometric films widely used in
modern high-tech industry.109 The high spatial resolution allows the study
of the elastic properties of very small samples. A good example is offered
by the new superhard phases synthesized at high pressure and high tem-
perature (high P-T). The samples obtained by this technique are often not
homogeneous and consist of several phases having different elastic proper-
ties and dimensions ranging from tens to hundreds of microns. The SBS
technique is ideally suited for characterizing such specimens.106 

10.4.1 Selected Results for Isotropic Bulk Solids 

As already discussed in Section 10.3.4, in the supported films whose thick-
ness exceeds about 1 mm, the behavior of SAWs is completely analogous to
the behavior in semi-infinite media. The ability of Brillouin scattering to
perform local measurement allows the characterization of very small sam-
ples. This is particularly relevant for materials, such as the new superhard
materials obtained from fullerenes at high temperatures and pressures,
which can be obtained only as extremely small specimens. 

The discovery of the fullerene molecule C60 has led to extensive experi-
mental studies of amorphous and nanocrystalline carbon phases in both
bulk19 and thin film120 forms. Heating C60 at pressures above 8 GPa results
in formation of 3-dimensional polymerized amorphous phases of C60, and
has fueled the debate on the existence of ultrahard fullerene-based phases
with hardness higher than diamond.121 Superhard phases can be obtained
only in very small sizes, and they are opaque; Brillouin spectroscopy has
allowed their elastic characterization. Manghnani et al. 106 reported the suc-
cessful SBS measurements of the elastic properties of the superhard amor-
phous carbon synthesized from C60 under high pressure (13 to 13.5 GPa) and
high temperature (800 to 900∞C). The SBS spectra obtained from 2 bulk
amorphous carbon (a-C) samples synthesized from C60 fullerite powder are
shown in Figure 10.7. Surface scattering from the RW, at an incidence angle
of 60∞, gives the velocity of 6.49 km/sec for sample A (synthesized at 800∞C)
and 10.06 km/sec for sample B (synthesized at 900∞C); these velocities are
lower than that of diamond. For sample B scattering from the surface skim-
ming longitudinal wave or longitudinal mode (see Sections 10.2.1.1 and
10.2.2.2) was also observed (see Figure 10.5). 

The spectra were interpreted following the approach by Camley and
Nizzoli,63 computing the longitudinal power spectra <|u1(k||,w)|2> and the
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shear surface spectra <|u3(k||,w)|2 > for the elastic properties of the sample
given in Table 10.1 (see Figure 10.4). As can be seen from Figure 10.4, from
which the RW was omitted for clarity, the power spectrum <|u3(k||,w)|2 >
associated with the ripple scattering mechanism vanishes for w/k||= cP (the
minimum is too deep and too thin to be visible in Figure 10.4), whereas the
longitudinal power spectrum <|u1(k||,w)|2> associated with elasto-optical
interaction has a well defined maximum at w/k||= cP. The significance of
this maximum was discussed in Section 10.2.2.2. 

The determination of the whole set of elastic constants by SBS106 was made
possible by the detection of the longitudinal mode. When only the RW
velocity can be measured, the value of the elastic constants cannot be deter-
mined precisely, but it is possible to identify ranges for the Young modulus
E and the shear modulus m. Pastorelli et al.122 used SBS to measure elastic
properties of thick (600 nm) cubic boron nitride (cBN) using some a priori
information. Elastic properties of the cBN films are of interest for industrial
applications because cBN is the second-hardest material after diamond, and
only recently a method to deposit cBN films was developed.123 The measure-
ment by SBS122 was one of the first measurements of the elastic properties
of the cBN films. It was done on thick cBN films that could be considered
as semi-infinite media. Only the RW was detected in these films. To estimate
the Young modulus and shear modulus Pastorelli et al. exploited two addi-
tional conditions: (1) Poission’s ratio must lie between 0.0 and 0.5, and (2)
the bulk modulus should not be greater than the bulk modulus of diamond
(444 GPa). Applying these restrictions to the results of the RW measurements,
a fairly narrow interval for elastic constants was obtained: 593 GPa < E <
703 GPa, and 266 GPa < m < 322 GPa. 

In transparent media the interaction of the light with SAWs is expected to
be weak, possibly too weak for experimental observation. Sussner et al.124

showed that SAWs can be observed if the transparent material is coated by
a thin aluminum layer. It was demonstrated that coating by a 40nm thick
aluminum layer made it possible to detect SAWs in quartz, sapphire and
polymethylmetacrylate (PMMA). 

10.4.2 Selected Results for Anisotropic Bulk Solids

SBS has been successfully used for the detection of SAWs in anisotropic
media, and SBS of cubic crystals is a good example showing the potential of
the technique. Investigations of the SAW angular dispersion on cubic crystal
surfaces revealed that, in addition to the GRW, a PSAW can exist.36,38 Some
properties of the PSAW for the three main planes of cubic crystals [i.e., (001),
(110), and (111)] have been summarized by Farnell,36 and an analysis of the
use of SBS for detecting different types of waves propagating on the principal
cubic crystal cuts has been reported by Velasco and Garcia-Moliner.23 

The elastic properties of cubic crystals are determined by the three elastic
constants C11, C12, and C44, and the shape of the angular dispersion curve;
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hence the strategy in SBS measurements is determined largely by the
anisotropy coefficient h = 2C44/(C11 - C12). Considering the (001) surface,36,125

if h < 1, the variation of the GRW velocity with the propagation direction is
small and the GRW is always distinct from the bulk slow transverse wave
(STW) mode. In this case, the (001) plane is not very useful for the SBS
characterization of the anisotropic elastic properties. For h > 1, as it is for
silicon (Si) and gallium arsenide (GaAs), the angular variation of the velocity
of the GRW and of the PSAW that exists in a certain angular range provides
an opportunity for determining the elastic constants of a crystal from the
angular dependence of the surface wave velocities alone, without the use of
lateral wave data.8,126,127 

Figure 10.8 is a grayscale image representing the calculated Brillouin inten-
sity as a function of velocity c = w /k|| and of direction j measured from the
[100] direction, for scattering from the (001) plane of gallium arsenide (GaAs).
The grey scale intensity in this image is proportional to w-1Im [G33(k||, x3 =
0, w + i0)] (see Equation 10.6). The elastic moduli of the GaAs were taken
from reference128 (see Table 10.2). The two bulk wave solutions for symmetry
directions, the pure transverse vertical or fast transverse wave (FTW) and
the pure transverse horizontal or STW, are displayed in Figure 10.8 as solid
and dotted lines, respectively. Both the velocity and the intensity of the GRW
velocity show considerable variation with direction. Toward the [110] direc-
tion the polarization of the GTW tilts over toward the horizontal it and

FIGURE 10.7
Experimental SBS spectra at q = 60∞, of superhard amorphous carbon synthesized from C60

under high pressure and high temperature. Sample A synthesized at 13 GPa and 800∞C, and
sample B synthesized at 13 GPa and 900∞C. (From Manghnani, M.H. et al., Phys. Rev. B, 6412,
121403, 2001. With permission.)
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628 Ultrasonic Nondestructive Evaluation

becomes more weakly coupled in G33. As a result, the trace of the GRW shows
decreasing intensity, ultimately vanishing as the GRW degenerates with the
limiting STW bulk wave in the [110] direction. Also, as the GRW approaches
this degenerate condition, its displacement field penetrates ever more deeply
into the solid, which further diminishes its contribution to the surface
response. 

Extending out to about 20∞ on either side of the [110] direction is a sharp
resonance within the bulk wave continuum, which is associated with a
PSAW. This mode consists predominantly of two evanescent partial waves,
but with the addition of a bulk wave component of small amplitude, which
causes radiation of the energy of this wave into the substrate, resulting in
attenuation of the wave as it travels along the surface. At the PSAW det|B|
(see Section 10.2.2.2) is small but nonzero, except in isolated directions where
the PSAW becomes a true supersonic SAW and det|B| vanishes.129 

The angular dispersion curves in the (001) plane of cubic crystals have
been investigated for nickel (Ni), 127 Si,8,64 or GaP, 130 and for InSb,131 and their
behavior has been found to be properly predicted by the Green’s function
approach. Figure 10.9 illustrates the good agreement between theoretical
simulation and experimental behavior of the SAW dispersion curve in the
(001) plane of the GaAs.132 SBS studies of GaAs132 demonstrated the coexist-
ence of GSW and PSAW around 20∞ as predicted by Green’s function simu-
lations (see Figure 10.8). 

SAW propagation on the (111) plane in various cubic crystals has been
extensively investigated by Kuok et al. (Si,133 InSb,131 GaAs,132). Figure 10.10

FIGURE 10.8
Green’s function G33(k||, w) as a function of the GaAs(001) surface.
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shows the measured angular dispersion curves of the three surface waves
on (111) GaAs. It reveals that the PSW can propagate only in limited direction
ranges on this surface. The velocities of GRW and LLSW on the (111) plane
turn out to be less sensitive to the propagation direction than in the other two
basal planes. Scattering from the PSW is strongest at azimuthal angle j = 0∞
([110] direction), and its intensity decreases with increasing azimuthal angle
until it is no longer measurable at j = 30∞. These observations are consistent
with the theoretical findings of Lim and Farnell: they predicted that as j
approaches 30∞ the penetration depth of PSW into the bulk increases until
it degenerates into a transverse bulk wave at j = 30∞.134

The SBS measurements of SAW dispersion on a (111) face of an fcc film of
C60 (fullerite) grown on Ni(110) and BS data on longitudinal bulk wave
allowed the determination of the three independent elastic constants of fcc
C60 

94. Similar work was done on chemical vapor deposited on polycrystalline
diamond.135 

SAWs on (110) faces of cubic GaAS, InSb, Ge and InAs (h > 1) have been
investigated by Aleksandrov et al.125 and more recently by Kuok et al.
(GaAs,132 InSb131). The angular dispersion curve of SAWs on the (110) plane
in the cubic crystals represents a fascinating picture. Figure 10.11 represents
Green’s function simulations for the (110) plane of GaAs. In the (110) plane
the FTW and STW curves meet each other at j = 55∞ ; beyond this point the
PSAW does not exist, and it gradually disappears as the propagation direc-

FIGURE 10.9
Angular dependence of the measured GSW and PSW velocities on (001) GaAs. Experimental
data for GSW and PSW are denoted by circles. Solid curves represent the theoretical surface
wave velocities, except the FTW and STW bulk wave velocity, which is shown as a dashed
curve. (From Kuok, M.H. et al., J. Appl. Phys. 89, 7899, 2001. With permission.)
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tion tends to [100]. Indeed, experimental SBS measurements (Figure 10.12)
show that PSAW propagation on the (110) plane is restricted to the azimuthal
angular region 10∞ < j < 55∞.132 The GRW was found to propagate in all
directions on the surface with an intensity that is quite independent of
direction. The LLSW has been detected on the (110) plane of GaAs as well.
It is interesting to note that it was found that experimental data values for
velocity were about 2%64,132 lower than the calculated ones. Discussion on
this subject can be found elsewhere.8,64 

The most prominent features in a SBS spectrum are usually the RW and
the PSAW peak, but with sufficient data collection times and adequate fil-
tering the Lamb shoulder can be distinguished, and from it the bulk mode
threshold velocities can be measured. SAW propagation in a vanadium car-
bide (VC) cubic crystal, for which h ~ 0.8 < 1, have been studied by Zhang
et al.57 In this study, two key features of the spectrum were exploited to
determine the elastic constants of VC0.75, namely the directional dependence
in the (110) surface of the RW velocity, and the sharp dip in the Lamb
shoulder lying at about 8500 m/sec, which corresponds to the P-wave thresh-
old. The theoretical spectrum of VC0.75 in Figure 10.3 has been calculated
using Equation 10.5, and is in good agreement with the measured one.57 The
lateral wave LLSW is most sensitive to the longitudinal elastic constants136

C11 and C12 + 2C44, while the RW is more sensitive to C44 and (C11 - C12)/2.

FIGURE 10.10
Angular dependence of the surface acoustic wave velocities on (111) GaAs. The experimental
data for GSW, PSW, and HFPSW are represented by circles, squares and inverted triangles,
respectively. LW means the longitudinal wave. (From Kuok, M.H. et al., J. Appl. Phys. 89, 7899,
2001. With permission.)
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From the observed spectra, the elastic constants of VC0.75 were determined
to be C11 = 440 GPa, C12 = 92 GPa and C44 = 136 GPa.57 

Most of the SBS studies of SAW propagation in anisotropic crystals have
been performed on cubic crystals. For crystals of lower than cubic symmetry
the detection of the GRW alone does not provide sufficient information for
studying elastic properties of the crystals.137 Carlotti et al.138 were successful
in determining five effective elastic constants of a thick (1.3 mm) transparent
film (ZnO) of hexagonal symmetry. The constants C13, C33, and C44 were
obtained from detection of the RW and of the longitudinal bulk mode prop-
agation at different angles from the surface normal. The constant C11 was
determined from the observation of the LLSW mode, and C66 was determined
from detection of the shear horizontal mode traveling parallel to the film
surface. As a rule, bulk Brillouin scattering is preferable45 for low-symmetry
crystals.132

10.4.3 Selected Results for Layered Media

One of the major applications for SBS is the study of the elastic properties
of thin films. Thin films have a huge number of applications in modern
industry. Ohring, in the preface of his monograph on science of thin films,
wrote, “Thin-film science and technology plays a crucial role in the high-

FIGURE 10.11
Green’s function G33(k||, w) for the [100] direction in the GaAs (110) surface.
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632 Ultrasonic Nondestructive Evaluation

tech industries that will bear the main burden of future American competi-
tiveness.”139 In addition, elastic properties of the newly developed films,
particularly superhard films, need to be determined experimentally because
they strongly depend on the synthesis conditions, and cannot be derived
from theoretical considerations alone. The thickness of such films ranges
commonly from a few tens of nanometers up to the order of a micrometer.
The nanoindentation technique widely used for mechanical characterization
of thin micron films does not allow measurements of the hardness and elastic
moduli of the submicron coating and substrate separately. Conventional
methods usually employ SAWs. The surface wave displacements are con-
centrated within a wavelength from the surface and can probe the samples
within a depth inversely proportional to the frequency used. For submicron
films, frequencies in the range 5 to 30 GHz are needed, and therefore the
SBS technique offers a unique opportunity to cover this range of frequencies. 

SBS was used to study SAW in unsupported films (Lamb waves).117,140

Measurements conducted on 23 nm unsupported Al films140 illustrated that
both the line and positions and relative intensities of the Lamb modes
observed in the experimental spectra are well accounted for by theory. SBS
of unsupported thin films are rather exceptional researches. The main direc-
tion of SBS in thin film characterization is the elastic characterization of thin

FIGURE 10.12
Angular dependence of the surface acoustic wave velocities on (110) GaAs. The experimental
data for GRW, PSW, and LLPSW are represented by circles, squares, and inverted triangles,
respectively. Solid curves represent theoretical surface wave velocities, while theoretical bulk
wave velocities are shown as dashed curves. (From Kuok, M.H. et al., J. Appl. Phys. 89, 7899,
2001. With permission.)
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Brillouin Scattering Measurement of SAW Velocities 633

supported films. For isotropic layered materials, the SAW velocity is depen-
dent on the frequency (i.e., there is frequency dispersion). For anisotropic
solids, the SAW velocity also exhibits a variation with the direction of prop-
agation, called angular dispersion. The elastic properties of anisotropic solids
can be extracted from measured dispersion curves. SBS usually operates
within the frequency range of 10 to 30 GHz. At such frequencies the elastic
properties of thin layers from several nanometers up to a micron or so can
be determined. Thicker films generally behave as bulk media. Recent mea-
surements of the SAW dispersion in ultrathin diamond-like carbon films109

show that mechanical properties of 2-nm thick film can be extracted from
SBS data. 

The measurement of the SAW dispersion curve by SBS is highly dependent
on the type of layer under investigation. Single layers on substrates are
commonly divided into two classes: loading or slow-on-fast layers and stiff-
ening or fast-on-slow layers. The origin of these designations seems to be
the paper of Tiersten141 in which he studies the slope of the dispersion curve
for kh > 0. A layer is said to stiffen the substrate when its presence, at
whatever thickness, increases the velocity of the surface wave above that of
the RW velocity of the substrate43 and vice versa. Farnell and Adler43 have
established sufficient conditions for the layer to be loading or stiffening:
<  and  >  (  is the shear velocity in the layer,  is the shear
velocity in the substrate). 

FIGURE 10.13
ImG33(k||, w)/w for an amorphous silicon film on Si(001) for the [100] direction, a slow-on-fast
system. It shows the dispersion of the Rayleigh and Sezawa waves.
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10.4.3.1 Slow Film on Fast Substrate 

Surface wave propagation in loading layers has been widely studied by SBS
for various combinations of film and substrate: Al/Si,142 gold/glass,143 Al/
NaCl,101 CaF2/Si,144 ZnO/Si and ZnO/Al2O3,

14 polystyrene/Si,146 and ZrB3/
Si.71 An Al layer on Si was the first layered system where guided acoustic
modes, detected by SBS, were satisfactorily explained in terms of ripple
scattering at the film surface.46 As an example, SAW propagation of an
amorphous Si (a-Si) layer produced by ion bombardment will be considered
here. Figure 10.13 depicts ImG33(k||, w)/w by a grayscale as a function of c
= w /k|| and k||h for an amorphous silicon film on Si(001). In Figure 10.13,
we plot only the modes with displacements in the sagittal plane. For the
loading case, an infinite number of surface waves propagate:43 RWs, PSAWs,
Sezawa and Lamb modes, and various resonances within the continuum of
bulk wave scattering. In Figure 10.13 the RW curve is much more intense
than the Sezawa wave (SW) curves, because the RW is concentrated near
the film surface to which G33(k||, w) pertains. In the RW the displacement
field is mainly concentrated near the free surface of the layer and it has a
velocity that, with increasing layer thickness, approaches that of the RW of
Si. It starts at the value of the RW on the substrate, 4.91 km/sec; for large
k||h, the Rayleigh SAW velocity tends asymptotically to a constant value of
4.25 km/sec, which is the phase velocity of the Rayleigh wave on the surface
of bulk amorphous silicon. 

The two horizontal lines labeled cS(a-Si), 4.62 km/sec, and c(Si), 5.84 km/
sec, are transverse bulk-wave-phase velocities in the layer and in the substrate,
respectively. A lower transverse bulk-wave-phase velocity in the layer as com-
pared with that of the substrate is necessary in order for SWs to exist. The
horizontal-dashed line, c = 5.65 km/sec, corresponds to the transonic state in
the substrate. The curves below the transonic state are the various orders of
SWs, while curves for the pseudo-SWs lie above the transonic state. The
essential difference between the SW and pseudo-SWs is understood in term
of k3 values of the partial waves. For the SW, which lies in the subsonic range
in Figure 10.13, the partial waves in the substrate all have a complex value of
k3, and the corresponding displacement amplitudes decrease in an exponential
fashion into the interior of the substrate. These properties allow the SW to
propagate without attenuation along the surface, making it a true surface
wave. In the case of a pseudo-SW, which lies in the supersonic range in Figure
10.13, one or more of the partial waves in the substrate has a real value of k3.
This bulk-wave component carries energy away from the surface into the
interior of the substrate and causes the wave to decay with distance. We use
the term pseudo-SW here because this particular pseudo-SAW is so closely
related to the true Sezawa wave. The transition from one mode to the other
is also clearly seen by the change in attenuation (Figure 10.13), which decreases
suddenly when the wave no longer leaks energy into the substrate. 

Figure 10.14 shows the measured and calculated dispersion curves for the
Rayleigh SAW and Sezawa-type modes. For the dispersion curves of the
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Rayleigh and Sezawa-like modes, the solid lines are calculated using best fit
elastic constants determined by comparison with SBS measurements in the
paper.26 There are also calculated curves for the higher-order Sezawa modes
(Figure 10.14), but these modes were not observed for a-Si layer on Si.26 For
purposes of comparison, the dispersion curves of the Rayleigh-SAW and the
first Sezawa-like excitation are also calculated using the literature values of
the elastic constants of amorphous silicon. The agreement is within 2%. 

The Sezawa and pseudo-Sezawa modes are commonly used in SBS for
extracting elastic properties of slow-on-fast layers.26,103 In the case of Brillouin
spectroscopy measurements, very high velocity modes can be detected, so
that for slow-on-fast layers numerous generalized Lamb modes can be mea-
sured on a single sample.146 

The SAW dispersion for a-Si on Si mentioned above is representative of
the slow-on-fast dispersion, although a small difference exists among these
layers. Sklar56 showed that depending on the layer/substrate combination,
the pseudo-Sezawa mode for very thin layers tends to a different value.
Values when cP < 2cS : for k||h Æ 0 the pseudo-Sezawa tends to the lateral
wave, whose velocity is the longitudinal velocity of the substrate; values
when cP > 2cS: the pseudo-Sezawa mode tends to a wave below the lateral
longitudinal wave. 

SAW wave propagation in the one-layer system, when layer and substrate
have very close properties, has been discussed in detail by Lefeuvre.147 The
combination is situated near the border between stiffening and the loading
layers. Such systems concern only a very few cases in practice, since the

FIGURE 10.14
Dispersion relations for the [100] direction for an amorphous silicon film on Si(001). The two
solid lines marked  and  represent the transverse bulk-wave velocity for the crystalline-
silicon substrate and the amorphous silicon layer, respectively. The dotted-horizontal line in-
dicates the transonic state. The solid curves represent calculated dispersion curves based on
the model of a uniform amorphous layer on the (001) silicon surface and the elastic constants
of the layer obtained from the present measurements. Dashed curves represent calculated
dispersion curves from the elastic constants given in Table 10.2. RW: Rayleigh wave. 1st SW,
etc. (From Zhang, X. et al., Phys. Rev. B, 58, 13677, 1998. With permission.)
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purpose of coatings is to change the surface properties of the material, gen-
erally affecting the elastic properties of the surface. For some combination of
materials, a Stoneley wave can propagate.43 A Stoneley wave is a localized
mode that propagates along interface between two solids. It is nonattenuative
because its velocity is lower than the bulk velocities of the two materials.
When one of the materials is transparent, laser detection of interfacial waves
is rendered possible.48 Stoneley waves have thereby been measured by Bril-
louin spectroscopy by Bortolani et al.148 for Ni on fused silica, by Bell et al.149

at the interface molybdenum/fused silica, and by Jorna et al.150 for Ni on ZnO. 

10.4.3.2 Fast Film on Slow Substrate

Recent theoretical predictions151 of the new superhard materials and produc-
tion of the new superhard films such as cubic boron nitride (cBN), carbon
nitride b-C3N4, B4C, and CVD diamond films have excited considerable inter-
est in the mechanical properties of thin hard and superhard films. Their
hardness and abrasion resistant qualities, highly valued in technology and
industry, are controlled by their large elastic moduli. Elastic properties of
the superhard films need to be determined experimentally because they
strongly depend on the synthesis conditions, and they cannot be derived
from theoretical considerations alone. The thickness of such films commonly
ranges from a few tens of nanometers up to the order of a micrometer. Recent
studies have shown that SBS is an ideal technique for characterizing the new
hard and superhard films.95,105,107,152,153

Despite the extensive literature on SAW propagation in layered solids,
detailed study of SAW in stiffening layers (i.e., fast-on-slow systems) has
only started recently.152,154–156 Earlier computations of SAW propagation were
usually restricted to true surface modes (surface waves that do not leak
energy into bulk), but for stiffening layers the SAW propagation is mostly
characterized by PSAWs. Also, the calculation of PSAWs is complicated by
the attenuated nature of these modes; two parameters, the velocity and the
attenuation of the SAW, should be computed. There have been only a few
experimental studies performed on hard coatings because attenuation causes
scattering in the results and lowers the quality of the signal. 

Recent calculations of the dispersion of SAW above cutoff in stiffening
systems154 have revealed two types of SAW dispersion for fast-on-slow sys-
tems. It was shown that the SAW velocity initially grows with increasing
k||h. At a critical value k||hcut the SAW meets and degenerates with the bulk
wave continuum. Beyond this cutoff, while a true SAW no longer exists,
there is a PSAW, which radiates energy into the substrate and attenuates
with distance as it travels along the surface. The first type of behavior comes
about when the elastic properties of the layer and the substrate are not very
different, and has the velocity of the pseudo-SAW beyond cutoff increasing
up to the RW velocity of the layer. This type of behavior is called the
nonsplitting type and was first observed experimentally by Pang et al.152,157

The second type of behavior arises when the elastic properties of the two
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materials are quite dissimilar and has the PSAW evolving into a strongly
attenuated interfacial mode, while a second mode appears at a higher veloc-
ity and evolves into the RW at the free surface of the layer. This second type
of behavior of the dispersion relation was called the splitting type.154 A more
detailed description of the behavior of the SAW dispersion curves for fast-
on-slow systems for different combinations of films and substrates can be
found elsewhere.147 

The dispersion of SAWs in Si3N4 film on a GaAs substrate is an example
of the splitting type of dispersion curve measured by SBS. Si3N4 film on
GaAs is a stiffening system since cS of the Si3N4 and GaAs are 4.7 km/sec
and 3.3 km/sec, respectively.105 In experiments, only one branch of the dis-
persion curve was measured. It corresponded to SAWs propagating in the
[100] direction on the (001) GaAs surface. The Si3N4 film was assumed to be
isotropic.158 Grayscale images representing the calculated Brillouin intensity
as a function of velocity c = w/k|| and k||h, for scattering from the free surface
of the film and from the interface between the film and substrate for the
[100] direction in the (001) surface of GaAs are presented in Figure 10.15 and
Figure 10.16, respectively. The grayscale intensity in these images is propor-
tional to w-1Im[G33(k||, x3, w + i0)], with x3 = 0 for the interface and x3 = -h
for the surface of the film. Elastic constants used for the calculation are given
in Table 10.2. For k||h = 0, the velocity corresponds to the SAW velocity on
the GaAs substrate. With increasing k||h the SAW velocity approaches the
bulk wave threshold or limiting shear slowness k||/w, which is reached at
k||hcut ª 1.5. Below k||hcut the Brillouin spectrum displays a sharp peak that is

FIGURE 10.15
Two-dimensional grayscale image of the calculated Brillouin spectra of Si3N4/GaAs at the free
Si3N4 surface. (From Zinin, P.V. et al., Phys. Rev. B, 60, 2844, 1999. With permission.)
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associated with the true surface wave and a continuum extending from the bulk
wave threshold to higher frequencies, which is known as the Lamb shoulder.

In our calculation of the Green’s function (Equation 10.41), a small amount
of artificial damping 58 is introduced to avoid a true singularity. In the region
below cutoff, the position of the SAW peak is the same for surface and
interface scattering. At k||hcut, the SAW degenerates with the bulk continuum,
and beyond cutoff there is no true SAW. In its place there are broadened
resonances that are associated with attenuated PSAWs at the interface or
surface of the film and that leak energy into the substrate. Somewhat above
the cutoff velocity, the Brillouin spectrum for the interface displays a broad
peak that becomes independent of the film thickness beyond k||h ~ 4. This
peak is associated with a highly damped interfacial wave. Its broadening is

FIGURE 10.16
Two-dimensional gray image of the calculated Brillouin spectrum at the Si3N4/GaAs interface
(From Zinin, P.V. et al., Phys. Rev. B, 60, 2844, 1999. With permission.)

TABLE 10.2

The Elastic Properties Used in the Calculations of the Power Spectra Shown 
in Figures 10.4, 10.8, 10.11, 10.13, 10.15, and 10.16

Materials Density (kg/m3) C11 (GPa) C22 (GPa) C44 (GPa) Ref.

a-carbon (sample B) 3150 868 376 106
Si 2332 165.7 63.9 79.6 26
a-Si 2230 138 48 26
GaAs 5318 118.1 53.2 59.4 128
Si3N4 (polycrystalline) 2500 189 56 158
bcc Co 212 165 53 159
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due to leakage of energy into the substrate as discussed in Lefeuvre et al.154

In the same spectral region, the calculated Brillouin spectrum for the surface
of the film displays a broad peak that fades away by k||h ~ 4. At this point
another broad peak appears that becomes narrow with increasing k||h as the
associated mode tends toward the Rayleigh mode of Si3N4. For very large
k||h this becomes the true nondispersive Rayleigh SAW. 

The dispersion curves in Figure 10.17 represent the traces of the maxima
of the calculated Brillouin intensity (Figure 10.16) for the interface (the lowest
solid line) and surface (Figure 10.15; the upper solid lines) and of the mea-
sured Brillouin intensity. The experimental data are found to be in excellent
agreement with the theoretical predictions, except for the interfacial mode
and the fact of the disappearance of the first Lamb mode in the measured
spectrum at small k||h. The former discrepancy suggests that the interface
is more complicated than assumed in our model. 

Among all hard or stiff films, diamond-like coatings (DLCs) appear to
have the widest range of applications. It was found recently that SBS
measurements of thin DLC films allow detection of the LGM.107,108 Detec-
tion of the LGM allows both C11 and C44 of such films to be obtained from
SBS measurements. 

FIGURE 10.17
Dispersion curves calculated using the Green’s function and experimental results of Si3N4/
GaAs. Dashed lines are shear cutoff (lower line), longitudinal cutoff (middle line) for GaAs and
longitudinal cutoff for Si3N4 (upper line). (From Zinin, P.V. et al., Phys. Rev. B, 60, 2844, 1999.
With permission.)
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10.4.3.3 Anisotropic Supported Films 

The elastic properties of anisotropic layered solids can be investigated either
by measuring the frequency or angular dispersion curves by SBS. Experi-
mental data159 for a body-centered-cubic cobalt (Co) film on the (110) plane

of GaAs are presented in Figure 10.18. A strong RW peak is observed in the
SBS spectrum along the [001] and  directions in the (110) oriented film.
To determine the elastic moduli of the cubic Co films (C11, C12 and C44),
Subramanian et al.159 proposed simultaneously fitting the frequency RW
dispersions in these directions. Figure 10,18 shows the frequency dispersion
curves for Co films along the [001] and  directions in (110) oriented Co
film on (110) GaAs. The study again demonstrated that values of the elastic
moduli of thin films generally are different from the corresponding values
in the bulk. Measurements of the frequency dispersion curve of the RW yield
up to a 65% reduction in the values of C11 and C44 for the Co film. 

Nizzoli at al.111 reported SBS experiments on LB films, for which the anisot-
ropy of the elastic properties could be regarded as having hexagonal sym-
metry, with the c axis, in the plane of the films. LB layers were grown on
molybdenum and represent slow-on-fast systems. The stiffness matrix of

FIGURE 10.18
The measured (solid and triangles) and calculated (solid line) dispersion curves for the Rayleigh
mode for 35.7- and 20.0-nm-thick bcc cobalt films of (110) GaAs. The two panels refers to
propagation direction along [001] and . Data represented by open circles and triangles
were taken with 515-nm radiation, while solid circle was taken at 647 nm. (From Subramanian,
S. et al., Phys. Rev. B, 49, 17319, 1994. With permission.)
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anisotropic solids of hexagonal symmetry contains five independent elastic
moduli (C11, C12, C13,C33 and C44), and it is a nontrivial matter to determine
all five constants160 from conventional SBS measurements. In the article111 the
x3-axis was chosen to be parallel to the molecular c-axis of the films and was
in the plane of the film. The x1-axis was chosen to be normal to the molecular
c-axis of the films and was in the plane of the film. In such a coordinate
system, C33 (C11) is the longitudinal elastic modulus for phonons propagating
parallel to the film and parallel (perpendicular) to the molecular axis. Obser-
vation of the LGM along the x1-axis gave the value of the C11 modulus. SBS
measurements along x1 for different films thicknesses provided the disper-
sion curves for the RWs and SWs. A best fit to the data points of the RW
and SW gave values of the C12 elastic modulus. The elastic modulus C33 was
determined from the position of the LGM peak observed in the x3-direction.
To obtain the last two moduli, C44 and C13, Nizzoli et al.111 fitted the RW and
bulk peaks in the SBS spectrum measured in the x3-direction. 

SAW propagation in hexagonal hBN films on a silicon substrate was studied
by Wittkowski et al.116 It was claimed that four independent elastic constants
had been determined from the frequency dispersion of the Rayleigh and
Sezawa modes. The elastic moduli obtained by Wittkowski et al. were used
to describe SAW propagation in a two layer system: a stiff layer of cBN on
a soft layer of hBN deposited on Si(111).156 The GRW below shear cutoff and
the PSAW above cutoff were detected by SBS. It was found that incorporating
the hBN interlayer into a model of the SBS response and precise thickness
measurement of the cBN layer and hBN interlayer fully describes the behav-
ior of the SAW dispersion in deposited cBN layered systems. The most
prominent example of application of SBS in studying elastic properties of
multilayered systems is elastic characterization of superlattices, structures
that consist of altering layers of different media with different thicknesses.3

The ability to design a layered structure from films of different symmetry
has resulted in a wide variety of superlattices with different elastic proper-
ties.161–163 SBS has proved to be a powerful nondestructive tool for the elastic
characterization of superlattices, but this is a subject beyond the scope of
this chapter. For detailed discussion of the subject see Nizzoli et al.3 and
Comins.16

10.5 Concluding Remarks 

Brillouin scattering, the scattering of an optical wave by an acoustical wave,
provides a method to measure acoustical velocities at submicrometric wave-
lengths, corresponding to frequencies ranging from a few gigahertz to above
30 GHz for SAWs and up to above 100 GHz for bulk waves. Measurements
are contactless, requiring only optical access to the sample, and local, allow-
ing measurements on millimetric and submillimetric specimens. These char-
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acteristics qualify Brillouin scattering as a nondestructive ultrasonic testing
technique. SBS has been extensively exploited to probe the acoustical prop-
erties and derive the elastic properties of bulk materials and thin films. SBS
has a particular potential for the characterization of both submicrometric
and nanometric films. The principles of the method have been reviewed,
and the technical implementation has been discussed. An overview has
finally been given of various recent applications of SBS to the characteriza-
tion of various types of materials and of films. 

The range of application of SBS has been growing in recent years as the
dimensions of structures used in industry has moved down to the nanoscale
region, for which SBS measurements of SAWs can be done most effectively.
It must be noted that this is an active field of research; the performances of
SBS for the elastic characterization of films are being pushed further, and
nontraditional applications are being explored. Indeed, SBS has been used
to study the melting transition of tin nanocrystals embedded in a silica film,9

as well as probe residual stress through the acoustoelastic effect.164 Thin films
deposited on a substrate are usually in a state of stress that can reach several
gigapascal, as in the case of epitaxial films such as Ge on Si, and surface
wave velocity measurements constitute a valuable method for characterizing
such a stress state. Other growing applications exploit the contactless nature
of the technique to extend SBS measurements to high temperature152 and
high-pressure104 regions. Measurements of the velocities of the RWs and SWs
in thick gold film at 4.8 GPa demonstrated the potential of the SBS techniques
in high-pressure physics of the elastic properties of opaque materials. 
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11.1 Introduction

 

Modern technologies require materials that withstand extreme conditions with
high reliability. One of the key parameters that have a strong impact on the life
expectancy of a material is its microstructure. The acoustic microscope was
developed as a tool for studying the internal microstructure of nontransparent
solids. In acoustic microscopy, a sample is imaged by ultrasound waves, and
the contrast in reflection furnishes a map of the spatial distribution of the
mechanical properties. Several books and handbook articles

 

1–4

 

 give detailed
historical outlines. Briefly, the development of the first high-frequency scanning
acoustic microscope was motivated by the idea of using an acoustic field to
study the spatial variations of the elastic material properties with nearly optical
resolution. The first experiments date back to the 1940s when high-frequency
acoustic images were obtained by the Leningrad scientist Sokolov.

 

5

 

 He observed
an acoustical image using the tube named after him, in which the acoustic
picture was converted into a television display. The first scanning acoustic
microscope was created by Lemons and Quate at Stanford University in 1973.

 

6

 

It was mechanically driven and operated in the transmission mode. Since then,
gradual mechanical and electronic circuit improvements have been made and
image recording has been automated. In general, acoustic microscopes now
work in the reflection mode,

 

7

 

 which will be described in the next section. 
Many applications are described in the 1992 book 

 

Acoustic Microscopy.

 

2

 

 Con-
siderable progress in the acoustic microscopy of solid structures has been made
since then. Developments in the theory of the image formation of subsurface
defects

 

8

 

 and three-dimensional objects

 

9,10

 

 allow size and location of objects
inside solids to be determined. Combining the time-of-flight technique with
acoustic microscopy provides a powerful tool for investigating adhesion
problems

 

11

 

 as well as the microstructure of small superhard samples.

 

12

 

 Acoustic
microscopy can be used to visualize stress inside solid materials.

 

13

 

 With the
development of the ultrasonic force microscope

 

14

 

 and the atomic force acoustic
microscope,

 

15

 

 the capability of the conventional acoustic microscope has been
expanded to nanometer resolution. Recent developments in quantitative acous-
tic microscopy are described in the series 

 

Advances in Acoustic Microscopy

 

.

 

16,17

 

The main objective of this chapter is twofold. First, we will describe the
main principles and the theory of image formation and interpretation in
acoustic microscopy. Second, we will demonstrate the capabilities of acoustic
microscopy as a nondestructive tool for studying the microstructure of mod-
ern materials.

 

11.2 Basic Principles of the SAM

 

The scanning acoustic microscope (SAM) can be characterized by a combi-
nation of operating principles distinguishing it from other microscope types.
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These principles are image generation by scanning, far-field wave imaging,
and the use of acoustic waves. 

Image generation by scanning is basically different from the functionality
of a conventional optical microscope, which is the oldest microscope type.
The conventional microscope can be considered a parallel processing
system

 

18

 

 in which we can see all points of the object at the same time. In
contrast to this, the SAM is a sequential imaging system in which a piezo-
electric transducer emits a focused ultrasound beam that propagates through
a coupling liquid, usually water, to the sample. The beam is scattered by the
sample, and the scattered ultrasound wave is detected piezoelectrically. The
output signal is just one single voltage. As the sample is scanned, the voltage
is recorded in each scanning position of the focus and a grayscale image is
generated. While medical ultrasound devices scan by electronic beam-
steering, acoustic microscopes mechanically move either the microscope
head or the sample. 

The use of a focused beam leads to the second operating principle. As the
focus is formed by converging propagating waves, the size of the focal spot
(or focal area) is limited by diffraction. Also, as the detector is positioned
remote from the sample, no near-field effects of the waves can be deployed.
This distinguishes the SAM from near-field microscopes, including scanning
atomic force acoustic microscopes. Two different techniques are commonly
used to achieve convergence of the ultrasound wave in the SAM. The sim-
plest way to generate a focused beam is to employ a piezoelectric transducer,
which is already shaped like a spherical cap. Another technique is used in
high-resolution microscopes, where the ultrasound wave is focused by
means of an acoustic lens made from a buffer rod (Figure 11.1). A flat
transducer is connected to one end face of the buffer rod. A spherical cavity

 

FIGURE 11.1

 

Schematic diagram of the reflection acoustic microscope.
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is ground into the other face, which is coated with a quarter-wavelength
matching layer to increase transmission. The ultrasound radiated from the
lens is coupled by a fluid (usually water) to the surface of a solid sample.
The spherical lens (i.e., the lens with a spherical cavity) focuses sound onto
a spot whose size is comparable with the sound wavelength in the fluid
(Figure 11.1). For nondestructive testing purposes, cylindrical lenses, which
have a line focus, are often applied. Their performance is better than that of
spherical lenses for the examination of surface waves propagating in aniso-
tropic media.

 

19

 

The acoustical microscopes for nondestructive testing usually operate in
reflection mode. In the reflection microscope, the same lens and transducer
as for emission are used to gather the waves reflected back from the sample
(Figure 11.1). The reflection microscope therefore is always a confocal device.
The term confocal indicates that both the detection and the emission are
focused and that the two focal points coincide.

 

18

 

 The confocal setup sup-
presses contrast from sample areas outside the focal point and thus yields
higher resolution. In the transmission microscope, the forward scattered
waves are detected by a second unit, and confocal operation is possible by
adjustment of the detector.

The reflection acoustic microscope operates in the pulse-echo mode;

 

20

 

 the
same transducer emits the acoustic wave and receives the signal scattered
from the sample. In most SAMs, the transducer is excited with a narrowband
tone-burst. Time-limited excitation is used so that the first reflection from
the sample can be gated out.

 

21

 

 However, the theoretical framework for inter-
preting images is simpler when a single frequency is considered. More details
regarding the electrical circuit and the type of signal used in the acoustic
microscope can be found elsewhere.

 

2,20

 

 Imaging with ultrasound is the third operating principle. The operating
frequencies of SAMs are between 100 MHz and 2 GHz; the high frequency
provides the opportunity to obtain accurate measurement results for crack
and void distributions with a resolution of up to 1 

 

m

 

m at a depth of 10 

 

m

 

m.
The use of higher frequencies is restricted by the presence of wave attenu-
ation in the coupling liquid, which is proportional to the frequency squared.
The maximum possible working distance between the microscope and a
sample therefore is about 60 

 

m

 

m at 2 GHz. The electroacoustic transducer
always emits and detects the sound coherently. This is the reason why
acoustical images can exhibit granular artifact structures, the so-called
speckle. Speckle in ultrasound imaging (and all coherent imaging systems)
is caused by the interference of waves from randomly distributed scatterers,
which are too small to be resolved by the imaging system. The speckle
degrades both the spatial and the contrast resolution in acoustical images,
but in the SAM it fortunately does not often occur. 

In optics a similar type of microscope exists — the scanning optical micro-
scope (SOM). Though in this microscope light waves are used for imaging
while acoustic waves are used in the SAM, the theory of image formation
is very similar for the two types of microscopes.

 

22

 

 Because of that similarity,
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most characteristic parameters developed for optical confocal microscopy,
such as point spread function, optical transfer function,

 

23

 

 and pupil func-
tion,

 

24

 

 can also be used in scanning acoustic microscopy. We will describe
all these functions in the next section. The type of microscope that is applied
for a particular task depends on the difference in underlying contrast mech-
anisms that reveal different physical properties. Optical images reflect the
variation of optical properties such as the refractive index of the sample
surface; the contrast in acoustic images is determined by the variation of the
acoustical impedance.

 

25

 

 Figure 11.2 shows optical and acoustical images of
a concrete sample loaded with ettringite. Two features can be distinguished
in the acoustical image. First, there is a rim around the aggregates that is
not visible in the optical micrograph; second, large voids can be seen in the
acoustical image. The rim was identified as the interfacial transition zone
filled with ettringite.

 

26

 

 Identification of the interfacial transition zone is of
importance for the concrete industry, as it is considered an important factor
of concrete deterioration.

For some materals the SAM provides information invisible even in the
scanning electron microscope. Figure 11.3 shows acoustic and scanning elec-
tron microscope images of a granitic aggregate in a cement matrix. The various
mineral compositions were identified by energy dispersive (X-ray) spectros-
copy analysis.

 

27

 

 The acoustic image in Figure 11.3 demonstrates various types
of aggregate grain boundaries within the matrix.

 

28

 

 The quartz grains, and to
some extent also the plagioclase grains, have sharp and well defined bound-
aries. The acoustical images are much sharper than the scanning electron

 

FIGURE 11.2

 

(a) Optical image of a concrete sample made with limestone aggregate grains. Magnification
50*1.25; (b) Acoustical image of the same sample. The acoustic image was made at ultrasound
frequency 400 MHz, defocus value 
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microscope image. This is important for analysis, as the smooth boundaries
of quartz and plagioclase grains imply chemical inertness of the aggregates. 

Images made by the SAM are called C-scans. They are obtained when the
acoustic microscope mechanically scans a sample in a plane parallel to the
sample surface. Figure 11.4 represents C-scan images of an epoxy layer on
aluminum at different defocus positions (

 

Z

 

). Images obtained at different
defocus positions allow the depth of voids to be located and their size to be
estimated. Voids can be considered as strong scatterers and the brightness of
the small void image is maximal when the focal point of the microscope is
in coincidence with the void. The image of the side of an epoxy layer reveals

 

FIGURE 11.3

 

(a) Acoustic and (b) the scanning electron microscope images of a concrete sample made with
granitic aggregate grains and Portland cement paste. The acoustic image was made at 400 MHz,

 

Z

 

 

 

=

 

 0. The image size is 1000*1000 

 

m

 

m. (From Prasad, M. et al., 

 

J. Mater. Sci., 

 

35, 3607, 2000.
With permission.)

 

FIGURE 11.4

 

SAM image made by OXSAM of a standard epoxy layer on aluminum at 300 MHz: (a) 
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 0;
(b) 
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many small surface defects as can be seen from Figure 11.4a. The image in
Figure 11.4b is focused on the epoxy/aluminum interface; bright spots can
therefore be attributed to voids or small bubbles close to the interface. 

The first transmission SAM, created by Lemons and Quate, was a confocal
microscope, as the focal point of the transmitting lens was in coincidence with
that of the receiving lens. It is interesting to note that the transmission micro-
scope is mostly used in nonconfocal mode, in a two-lens acoustic microscope.

 

4

 

Two-lens microscopy permits a variety of different techniques. In the ultra-
sonic flux imaging technique,

 

29,30

 

 two point focus lenses are focused on the
opposite faces of a crystal. Such a lens configuration makes visible a fascinat-
ing picture of bulk sound waves propagating in an anisotropic solid — a very
effective method of determining elastic constants of crystals.

 

31

 

 Tsukahara
et al.

 

32

 

 used a spherical lens as the transmitter and a planar transducer as the
detector to measure the reflection coefficients of anisotropic solids.

Time-resolved acoustic microscopy adds an additional degree of freedom
to visualize the internal microstructure of solids, namely time-of-flight. For
layered materials, the reflected signal represents a train of pulses. The signal
detected is displayed vs. the time of occurrence (A-scan). The first pulse is
attributed to the reflection from the liquid/sample interface. The second pulse
appears as a result of reflection from the first internal interface. The time delay
of the pulses and their amplitudes provides information about the elastic
properties and attenuation of sound in the layer. The combination of the time-
of-flight method with mechanical scanning along a line is called B-scan. The
B-scan produces a sectional view through the sample. Time-resolved acoustic
microscopy helps to investigate adhesion problems,

 

11

 

 and is a very powerful
tool for characterizing subsurface cracks.

 

33

 

 Figure 11.5 shows C- and B-scans
of blister located at the interface between epoxy coating and aluminum at

 

FIGURE 11.5

 

SAM image made by OXSAM of a 1-

 

m

 

m epoxy layer on 10-

 

m

 

m oxide anodized alumina on
aluminum at 300 MHz: (a) 
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m; (b) time-resolved image made at 
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m, field of
view is 50 nsec*300 
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300 MHz of a 1-

 

m

 

m epoxy layer on a 10-

 

m

 

m oxalic acid anodized oxide layer
on aluminum. The blisters were developed in the sample during 11 days in
hot water (60

 

∞

 

C). Images were made by OXSAM, the microscope built in
Oxford.

 

34

 

 The time-resolved image (Figure 11.5b) makes the shape of the
blister visible and also provides information about delaminations.

 

11.3 Theory of Image Formation in the SAM

 

One of the main features of acoustic microscopy is the possibility to visualize
structures below the object surface, as no material is totally acoustically opaque.
In acoustic microscopy we therefore have to do with three-dimensional
image formation; reflected acoustic waves come not only from a single plane,
but also from the layers located above and below the focal plane. As a result,
SAM images are often difficult to interpret directly, and a theoretical formu-
lation is required to understand their basic features. A theory is also neces-
sary to obtain quantitative information about subsurface features such as
location and size of voids and elastic properties of subsurface micro-objects.

To obtain the analytical solution of the output signal of the microscope we
assume that the duration of the radio frequency signal of the microscope is
long enough to justify continuous-wave analysis for the scattering problem.
For example,

 

35

 

 the field of the radiator may be described as a continuous
wave solution if the pulse train contains several oscillations of the carrier
frequency and the pulse length is large in comparison to the sample area
relevant to contrast formation.

The direct way to derive the output signal of the acoustic microscope
consists of five steps: 

1. Simulation of the propagation inside a sapphire rod of the acoustical
wave generated by a piezoelectric transducer situated at one end

2. Diffraction of the sound wave by a spherical cavity serving as the
focusing lens at the other end and propagation of the focused wave
through an immersion liquid to the sample

3. Analysis of the sound backscattered by the object
4. Diffraction of the backscattered waves by the spherical cavity
5. Propagation of the acoustic wave through the rod and generation of

the electrical signal by the transducer

Each of these steps requires tedious simulations. Fortunately, application of
the electromechanical reciprocity principle as formulated by Auld

 

36

 

 and of
the Fourier transform approach (spectrum approach) provides an elegant
way to formulate the theory of image formation in scanning acoustic micros-
copy in an analytical form.

 

9,10,37,38

 

 With the aid of the reciprocity principle,
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the detection properties of the microscope can be attributed to the emission
properties.

 

37

 

 With the spectrum approach the propagation of waves from
one plane to another parallel one can be described simply by including a
propagation factor. In the following paragraphs we will formulate the theory
of the image formation in reflection and transmission microscopes using the
Fourier spectrum approach.

 

9,10

 

 
The model of the reflection acoustic microscope as it is used for calculation

is presented in Figure 11.6. A time harmonic acoustic field at an arbitrary
position in the immersion liquid can be represented by its scalar potential

 

F
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) (see Chapter 1). The time factor exp(-
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) is suppressed as follows, 

 

w

 

being angular frequency. As 
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 must satisfy the Helmholtz equation, every
solution can be decomposed into plane waves exp(
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coupling liquid. If 
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, then . Such waves are
denoted as homogeneous waves. The positive or negative sign is for waves
propagating in the positive or negative z-direction, respectively. If 
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then will be imaginary.
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 This means that the wave expo-
nentially decays in the positive or negative 

 

z

 

-direction, respectively. Such
waves are denoted as evanescent waves. They are important to describe a field
in the vicinity of irregular structures (near-field imaging). We assume that the
whole acoustic wave with a potential 

 

F

 

 is propagating and evanescing either
in the positive or in the negative 

 

z

 

-direction, and the sign of 

 

k

 

z 

 

is therefore
unambiguous. The two-dimensional angular spectrum 

 

U

 

(

 

k

 

x

 

, 

 

k

 

y, z) of F(x, y, z)
at fixed coordinate z = Z is then defined by the double Fourier integral39

(11.1)

FIGURE 11.6
Model of the reflection acoustic microscope used for calculation: spherical transducer with focal
length f, three-dimensional object defocused by Z, and shifted aside by R.
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Conversely, the potential can then be written as the inverse Fourier transform
of the angular spectrum:

(11.2)

The inverse Fourier transform (Equation 11.2) represents the acoustic field
in the plane Z as a superposition of plane waves exp(ikxx + ikyy). A detailed
description of the Fourier transform and its properties can be found else-
where.40 Atalar37 applied Auld’s reciprocity principle to derive the output
voltage V of the detector of the reflection SAM in terms of angular spectra
on an arbitrary plane z

(11.3)

where Ui(kx, ky) is the angular spectrum of the field the microscope detector
emits into the coupling liquid, Us(kx, ky) is the angular spectrum of the field
resulting from scattering of the field incident on the object. It is the spectrum
of the field the microscope detects. In Equation 11.3 a proportionality con-
stant is omitted. The position of the plane z at which the spectra are evaluated
is the same for both but z can be chosen arbitrarily. In the following, we will
take the spectra in the focal plane where they might occur only virtually if
the focus lies inside the object. We can interpret the signal generation as
follows: A scattered field plane wave component with a particular wave
vector (kx, ky, kz) is weighted with the emission strength of the emitted plane
wave with wave vector (-kx, -ky , -kz). So the weighting factor belongs to the
emitted plane wave traveling exactly in the direction opposite to the detected
plane wave. The weighting factor represents the detection properties of the
transducer that are equal to the emission properties. This is a consequence
of the electromechanical reciprocity principle for transducers. Finally, the
detection is integrated coherently.

The expression in Equation 11.3 is also valid for the transmission micro-
scope.37 Then Ui is the spectrum the detecting transducer would emit if it
were driven as the source. Note that for both microscope types Ui describes
properties of the detector. A comprehensive derivation of Equation 11.3 can
be found elsewhere.41 Representation of the output signal in the form of
Equation 11.3 provides a relatively simple way to omit steps (4) and (5) in
the description. The problem of image formation therefore reduces to the
simulation of the incident beam and to its scattering by an object. 

The microscope is most easily modeled as a focusing transducer with the
shape of a spherical cap radiating directly into the coupling liquid (Figure 11.6).
We describe the strength of the emitted wave field along the transducer
surface by the pupil function P(q, j), with q and j denoting the meridianal

F( , , )
( )

( , , )exp[ ( )]x y Z U k k Z i k x k y dk dkx y x y x y= +
-�

�

-�

�

ÚÚ1
2 2p

V U k k U k k k dk dki x x s x x z x y= - -
-�

�

-�

�

ÚÚ ( , ) ( , )

1462.book  Page 662  Monday, December 1, 2003  3:06 PM

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



Theory and Applications of Acoustic Microscopy 663

and azimuthal angles of the vector from a point on the transducer surface
to the focal point (see Figure 11.6). The origin of the coordinate system is
placed in the focus of the transducer. The positive z-direction is chosen away
from the emitter. Due to reciprocity, the pupil function also describes the
sensitivity of this transducer and might contain a phase factor to account for
aberration.1,22,24 The pupil function here does not have a unit. It may be
regarded as proportional to the oscillation velocity. 

Spherical transducers can be produced, for example, from piezoelectric
plastic foils.42 However, the spherical transducer can also serve as a model
for the usual system consisting of a planar transducer, a buffer rod guiding
the acoustic wave, and a spherical concave lens forming a converging wave.
The two simply must emit the same angular spectrum. For numerical sim-
ulations several pupil functions are often used. The most elementary pupil
function, which is discontinuous at the edge of the aperture with opening
semiangle a, has the form 

(11.4)

Here every part of the transducer moves equally toward the coupling liquid.
More realistic modelling for a plane transducer insonifying only a circular
fraction of the lens is provided by a pupil function that is continuously
differentiable at the edge:43

(11.5)

It has been shown that the pupil function of the microscope can be derived
from images of a rigid spherical particle when the focal point is scanned
along the sphere’s half radius.24 The two-dimensional pupil function (abso-
lute value) of an acoustic microscope is presented in Figure 11.7. It is nonzero
only inside the circle . The broad fringes exhibit the
sound field generated by the piston transducer, while the small rings are
artifacts from imperfect scanning.

Our first task is to find the angular spectrum of the field emitted by a
focusing transducer with given pupil function. We will calculate the (dis-
placement) potential distribution in the focal plane, from which the angular
spectrum is easily derived. By application of the Huygens-Fresnel princi-
ple,44,p. 436 the field F at a point r whose distance from the focal point is small
compared to the focal length f of the transducer is given by

(11.6)
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where s denotes the distance between point Q on the transducer surface and
point S, s =|r - q| (see Figure 11.6). The product u0 P(q, j ) is the displace-
ment of the transducer surface. The integration can be performed over the
whole upper hemisphere, as the aperture is restricted by P(q, j). In the
vicinity of the focal point, , and we have in good approximation

(11.7)

where eq is the unit vector directed along vector q. Introducing Equation 11.7
into the exponential function in Equation 11.6 and replacing s by f in the
denominator of the integrand of Equation 11.6 we obtain the following:

(11.8)

In the limit f Æ � (Debye approximation45, p. 24), this equation is valid through-
out the whole space.44, p. 436 It expresses the field in the focal region as a
superposition of plane waves whose propagation vectors fall inside a geo-
metrical cone formed by drawing straight lines from the edge of the aperture
through the focal point, which, in contrast to the usual Debye integral,45 are
weighted with P(q, j). The vector keq (q, j) has now assumed the meaning
of the wave vector k, and we may say that each point on P(q, j) is responsible

FIGURE 11.7
Experimental image of the pupil function of the ELSAM 400 MHz lens. Image was obtained
by imaging a steel sphere (ka = 334), focusing at half radius of the sphere. (From Weise, W. et al.,
J. Acoust. Soc. Am., 104, 181, 1998. With permission.)
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for the emission (and, by reciprocity, for the detection) of the plane wave
component emitted along the line from the point on P(q,j) through the focal
point.

To find the angular spectrum of the emitted field in the focal plane, we set
the third coordinate of r equal to zero and substitute Cartesian coordinates
for the angular integration variables. For the vector components of k hold:

kx = k sinq cosj

ky = k sinq sinj (11.9)

kz = cosj = 

The Jacobi determinant corresponding to Equation 11.9 yields

(11.10)

Denoting the Cartesian coordinates of r by x, y, z, Equation 11.8 can be
rewritten

(11.11)

Up to a constant P(kx,ky) is defined as

(11.12)

with the relation between q, j, and kx, ky as given by Equation 11.9. From
the definition of P(kx, ky) we could set the integration limits in Equation 11.11
to infinity. In Equation 11.11 Fi obviously is the two-dimensional inverse
Fourier transform of the function P(kx, ky)/(k kz). Comparison with
Equation 11.2 shows that this is the angular spectrum of the transducer field
in the focal plane provided that Fi(x, y, 0) has the same Fourier transform
as the transducer field in the focal plane. However, Equation 11.11 might not
describe the field in the focal plane far away from the focal point. But if both
fields are focused, the squared field amplitude |Fi|

2, integrated over the
focal plane but excluding the region around the focal point, will for both
give approximately zero (almost all the radiated energy passes through the
focal region). Hence, from Parseval’s theorem, the contribution of the field
in these outer regions to the Fourier transformation may be neglected, and
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the two fields can be described by the same angular spectrum throughout
the focal plane. We can therefore write

(11.13)

It should be noted that function P(kx,ky) is defined in a spatial coordinate
system rather than in the frequency (k) space, and it cannot be interpreted
as an angular spectrum. Equation 11.13 is a result of the application of the
Debye approximation. “In the Debye approximation, there is not an abrupt
cut-off of the incident field, as in Kirchhoff approximation, but of the angu-
lar spectrum of the incident field.”45, p. 24 Figure 11.8 shows the amplitude
of the acoustical field distribution near the focus of the spherical lens with the
pupil function (Equation 11.4).41 It is called point spread function (PSF) because
it illustrates “what should be a point focus by geometrical optics is spread out
by diffraction.”2 For the simple pupil function (Equation 11.4) the lateral
distribution (field in the focal plane) is given by a jinc function 

(11.14)

FIGURE 11.8
Calculated acoustic field near the focus of an elementary acoustic microscope lens with
semiaperture angle a = 20∞. (From Weise, W., PhD thesis, University of Bremen, 1997. With
permission.)
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where  and J1 is the cylindrical Bessel function. The axial field
distribution (acoustical field along the z-axes: x = 0, y = 0) is described by a
sinc function:

(11.15)

Equation 11.14 and Equation 11.15 provide the lateral and the axial resolu-
tions of the SAM. The jinc function has a maximum at rt = 0, the first zero
of F(rt) is given by the Airy radius39, p. 78 

(11.16)

where l is the wavelength of the sound wave in the immersion liquid. The
Rayleigh criterion states “that the images of two points may be considered
resolved if the principal diffraction maximum of one falls exactly on the first
diffraction minimum of the other.”46 Equation 11.16 gives the distance
between the maximum and the first minimum of the acoustic field in the
focal plane; it is called Rayleigh distance47 and determines the axial resolu-
tion of the SAM. A detailed discussion of the different resolution criteria can
be found in the book by Kino.47

The axial resolution (resolution along the z-axes) can be defined in the
same way. The distance between the maximum and the first minimum along
the z-axes is 

(11.17)

Equation 11.17 determines the axial resolution of the SAM. Figure 11.9 illus-
trates the behavior of the resolution of SAM operating at 1 GHz (Equation
11.16 and Equation 11.17) as a function of the aperture angle. The lateral
resolution depends weakly on the aperture angle (Figure 11.9). It is 1.1-mm
for a lens with a semiaperture angle of 60∞ at 1 GHz. In contrast to this, the
axial resolution can be improved by a factor of 6 by increasing the semiap-
erture angle from 20 to 60∞. For a microscope with a small angle lens, the
focal length (the length of the main maximum of the field in the axial
direction) is much longer (see Figure 11.8) than the focal width (the width
of the main peak in the radial direction). Due to the high attenuation of sound
in water, the highest frequency used in commercial microscopes is 2 GHz. In
order to minimize the attenuation, Hamidioglu and Quate48 used boiling
water as the immersion liquid. They achieved a resolution of 0.2 mm at 4.4
GHz. Foster and Rugar49 were able to obtain a resolution of 20 nm in low-
velocity superfluid liquid helium at a temperature of 0.2 K. 
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Now we know the spectrum incident on the object and we want to calcu-
late the scattered spectrum. Consider imaging of a three-dimensional object
as depicted in Figure 11.6. In the case of a reflection microscope, the same
transducer serves as emitter and as detector, while for the transmission
microscope the detector is situated confocally across from the emitter. We
will use three coordinate systems, (x, y, z) with origin in the focal point and
(x¢, y¢, z¢) in point O¢ linked to the particle. The z- and z¢-axis are directed
away from the emitter (Figure 11.7). The coordinates of the system O¢ are
(X, Y, Z) from the focal point. We introduce also an intermediate coordinate
system with its origin in point O≤ with vector (x, y, z¢).

Following Somekh et al.38 we determine the density of the backscattered
spectrum or the scattering function gs(kx, ky, k¢x, k¢y) in the system O¢ linked to
the particle as the spectrum of the reflected field in response to the incident
spectral component with wave number coordinates (k¢x, k¢y ). The spectrum Ui¢
of the incident field as well as the spectrum Us¢ of the reflected field are also
given in the spatial coordinate system that originates at O¢. Since the mag-
nitude of k is fixed, the wave vector is completely specified by the vector kt
= (kx, ky); kx, ky denote the wave vector components of the scattered field, and
k¢x, k¢y denote the wave vector components of the incident field. To calculate
the spectrum of the scattered field we must integrate over all incident spec-
tral components

(11.18)

Now we have to determine the reflected spectrum with the help of the
incident spectrum in system O, and then express the reflected spectrum in

FIGURE 11.9
Calculated lateral (Equation 11.16) and axial (Equation 11.17) resolutions of a SAM operating
at 1 GHz as a function of the aperture angle a. Water was chosen as the immersion liquid for
simulations.
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Theory and Applications of Acoustic Microscopy 669

system O¢. Let us first express the spectrum Ui incident in the focal plane
system O in system O≤ (see Figure 11.6). The spectrum Ui≤ incident on the
object plane at position Z is calculated by including a propagation factor
exp(ikzZ)

(11.19)

For the incident spectrum . Here we introduce the
notation for the incident and scattered spectra in system O≤ as Ui≤(kx¢, ky¢) and
Us≤(kx, ky), respectively. It should be noted that as the incident wave propa-
gates in the positive direction, the phase shift is positive if Z is positive. The
spectrum in system O≤ and O¢ can be linked with the help of the shift theo-
rem.39, p. 277 Since , the spectrum of the shifted object is

(11.20)

Introducing first Equation 11.20 and then Equation 11.19 into Equation
11.18, we obtain for Us¢(kx, ky)

(11.21)

To return to system O, the spectrum U¢s(kx, ky) is first shifted to the O≤ system
by multiplying by :

 (11.22)

Since the integration in Equation 11.3 is made on the focal plane we must
return to the focal plane by multiplying Equation 11.22 by :

(11.23)

For the reflection SAM, we have , since the backscat-
tered wave propagates opposite to the z-direction. Combining Equation 11.3,
Equation 11.13, and Equation 11.21 to Equation 11.23, we obtain the output
signal of the reflection SAM as

(11.24)

¢ ¢ ¢ = ¢ ¢ ¢U k k U k k ik Zi x y i x y z( , ) ( , )exp( )

¢ = - ¢ - ¢k k k kz x y
2 2 2( ) ( )

x x X y y Y= ¢ + = ¢ +,

¢ ¢ ¢ = ¢¢ ¢ ¢ ¢ + ¢U k k U k k i k X k Yi x y i x y x y( , ) ( , )exp[ ( )]

¢ = ¢ ¢ ¢ ¢ ¢ + ¢ + ¢ ¢ ¢
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670 Ultrasonic Nondestructive Evaluation

On an additional assumption, Equation 11.24 is valid for the transmission
acoustic microscope as well. The main difference from the reflection micro-
scope is that . Additionally, in the transmission micro-
scope, transmitting and receiving lenses may have different pupil functions.
Then the first pupil function in Equation 11.24 belongs to the detector and
the second to the emitter. 

An analytical expression for the integral in Equation 11.24 can be derived
only in a few cases of simply shaped objects: solid half-space,50 spherical
particle,51 subsurface spherical cavity,8 disk,10 cylindrical inclusion,52 and
surface-breaking crack.38,53 We will consider most of these cases in this chap-
ter. When an analytical solution cannot be derived, several mathematical
methods can be used to understand the basic features of image formation
for complex objects. One of these is the method of stationary point.45 Despite
its complex rigorous formulation,45 it is very often implicitly used in image
interpretation. One prominent example is the derivation of the formula for
the period of the V(Z) oscillations related to the generation of the Rayleigh
surface wave.54 Parmon and Bertoni54 postulated that the periodical character
of the so-called V(Z) curve is determined by interference of two rays: the
central ray and the ray that excites the Rayleigh wave on the surface of
the solid half-space (see Figure 11.10a). In this model only rays hitting the
surface of the hemispherical transducer perpendicularly should be taken
into account. These rays appear to come from the focus when they intersect
the transducer55 and have a stationary point in the integral in Equation 11.24.
The use of the method of a stationary point for interpreting acoustical images
is closely related to the fact that we used the Debye approximation for
deriving Equation 11.24. According to Stamnes,45 the Debye approximation
“is a geometrical-optics approximation in the sense that only the contribution
of the interior stationary points is accounted for the asymptotic evaluation
of the angular spectrum; the end point contribution is neglected.”

11.3.1 Two-Dimensional Objects

11.3.1.1 Signal from a Half-Space

Knowing the general expression for the output signal of the SAM, we can
derive the expression of the images of simply shaped objects. We start with
the simplest case, the SAM signal from a homogeneous half-space. In this
case, we can present the spectrum of the reflected field as a simple multipli-
cation of the incident field and the reflection coefficient:56

(11.25)

From Equation 11.3 and Equation 11.18 we obtain

(11.26)

k k k kz x y= + - -2 2 2( ) ( )

U k k k k U k ks x y x y i x y( , ) ( , ) ( , )= ¬

g k k k k k k k k k ks x y x y x x y y x y( , , , ) ( ) ( ) ( ) ( , ),¢ ¢ = - ¢ - ¢ ¬ ¢ ¢2 2p d d
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Theory and Applications of Acoustic Microscopy 671

FIGURE 11.10
(a) Ray model interpretation for the paths of different wave components in the case of negative
defocus (Z < 0). CO¢ is the trajectory of a specular or geometrical wave. BGHD is the trajectory
of a leaky (pseudo) Rayleigh wave. In the ray model the leaky Rayleigh wave is excited by ray
BG, striking the surface at the angle qSAW = vW/vSAW. AO’E is the trajectory of the edge wave.
Rays AF, BG, HD, and EK are assumed to be normal to the hemispherical surface and appear
to come from the focus when they intersect the transducer and liquid/solid interface. (b)
Magnitude (solid line) and phase (dotted line) of the reflection coefficient from a water/
superhard amorphous carbon interface.
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672 Ultrasonic Nondestructive Evaluation

where d is the Dirac delta function. Substituting Equation 11.26 into Equation
11.24, we finally have as the output signal for the reflection microscope

(11.27)

The fact that the signs in the arguments for the two pupil functions are
different is important to investigating the inclined surfaces.57 Taking into
account that in the Debye approach the maximum angle of integration is
restricted by the semiaperture angle a of the pupil to ,58

and introducing spherical coordinates in k space, we can replace Equation 11.27
by 

(11.28)

Assuming isotropy of the pupil function and integrating over jk we
obtain an expression for the signal variation with the distance from the
sample

(11.29)

where V0 is the signal of the acoustic microscope from a perfectly reflecting
surface located in the focal plane.59 The normalizing coefficient V0/(1 - cosa)
is important for simulating the signal from a subsurface defect described
below. For a perfectly reflecting object ( (q) = 1) and a lens with elementary
pupil function, the V(Z) curve is a sinc function:

(11.30)

The physical interpretation of the V(Z) curve can be obtained by introducing
the substitution60,61 tq = 2/l cosq into the integral in Equation 11.29:

(11.31)

The normalizing constant in Equation 11.31 is omitted. Since the pupil
function is unequal to zero only within 0 < q £ a, or when (2/l) cosa £ tq £ 2/l,
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Theory and Applications of Acoustic Microscopy 673

the limits of the integral in Equation 11.31 can be extended from -� to � 

(11.32)

Therefore, the V(Z) curve is the Fourier transform of the product of the pupil
function squared and the reflection coefficient. Equation 11.31 was used to
reconstruct the complete reflection function of the solid sample and to study
the surface acoustic wave propagation in multilayered solids.43,60,62,63 An
analytical expression of the reflection coefficient for a solid half-space is given
in Appendix A. Figure 11.10b illustrates the behavior of amplitude and phase
of the reflection coefficient for superhard amorphous diamond obtained at
high-pressure (13.5 GPa) and high temperature (900 ± 100∞C) (see parameters
in Table 11.1). The amplitude shows a small dip associated with the longi-
tudinal critical angle, sin = c/cp. The phase of the reflection coefficient has
a small kink for the same angle. Obviously, above this angle, only shear
waves penetrate into the substrate. Above the shear critical angle (sin = c/
cs), the magnitude of the reflection coefficient equals 1. At the Rayleigh angle,
which is bigger than the shear angle, a phase change of 2p occurs, which is
characteristic of Rayleigh surface wave propagation.2

The theory of the V(Z) curve is important for understanding contrast for-
mation in the SAM.2 However, it is beyond the scope of this chapter, and we
discuss this theory only briefly. To analyze the image formation in the reflection
acoustic microscope, Atalar et al.64 monitored the amplitude of the transducer
voltage V as a function of lens-to-sample spacing Z, or the V(Z) curve. A
famous feature of the V(Z) curve is the oscillation behavior65(see Figure 11.11).
The periodicity of dips appearing in the V(Z) curves reported by Weglein and
Wilson65 soon was linked to surface wave propagation.54,65,66 Invention of the
line focus acoustic microscope with a cylindrical lens by Kushibiki et al.67 made
it possible to measure the anisotropy of surface acoustic waves on a crystal
surface.19 Considerable progress in contrast formation or V(Z) curve theory
has been made since then. Now the theory of the V(Z) curve has been devel-
oped for multilayered solids,68,69 plates,70 for anisotropic materials,71,72 and for
different types of surface acoustic waves73,74 and curved surfaces.75,76 Detailed
description of the V(Z) curve formation and recent developments in applica-
tion of the V(Z) curve measurement for material characterization in quantita-
tive acoustic microscopy can be found in references.2,4,19

11.3.1.2 Image Formation of Two-Dimensional Objects

Images of many solid samples in the SAM exhibit a strong Rayleigh wave
contrast.2 We will return to this point in the next paragraph and consider
now image formation of two-dimensional objects when Rayleigh waves are
not excited. Such an approach can be used for a SAM having a lens with a
small semiaperture angle (a must be smaller than the Rayleigh angle), which

V Z P t t i t k Z dtz( ) ( ) ( )exp( )= ¬
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Theory and Applications of Acoustic Microscopy 675

is widely used in nondestructive evaluation (NDE) for imaging subsurface
structures.77 In this approximation it is also assumed that at each point in
the sample, the surface reflection is independent of the angle of the incident
spectral component: (q) = const. 

Without excitation of surface acoustic waves, the problem can be simpli-
fied. The reflection properties can be defined by the reflectance function
Ro(x, y) of the object.39, p52 The acoustic field  reflected from the sample is
proportional to the product of the incident field and the reflectance function
in the spatial domain

(11.33)

If we introduce the Fourier transform of the reflection function Ro(x, y),

(11.34)

With the help of the convolution theorem of Fourier analysis, the Equation
11.33 can be rewritten as 

(11.35)

FIGURE 11.11
V(Z) curve of 0.2-mm oxide film on aluminum measured at 980 MHz. Measurements were made
at Oxford line focus microscope and modified for high frequency. (Briggs, A., Advances in
Acoustic Microscopy, Plenum Press, New York, 1995, pp. 153–208.)
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676 Ultrasonic Nondestructive Evaluation

Comparing Equation 11.18 and Equation 11.35 we see that the density of the
scattered spectrum is

(11.36)

The dependence of the scattering function gs only of the variable differ-
ences enables us to present the output signal as an inverse Fourier integral
of the object spectrum and the optical transfer function (OTF). We introduce
Equation 11.36 into Equation 11.24 and substitute k¢x  for kx - k¢x  and k¢y
for  and keep kx, ky . After changing the order of integration, we obtain

(11.37)

with the OTF for reflection SAM

(11.38)

In Equation 11.38 we have taken into account that . The
OTF describes the spectral properties of the imaging system. It determines
how the different angular spectrum components of the object contribute to
the image contrast. 

The calculation of the OTF can be performed analytically only for the
elementary pupil function in Equation 11.4.10,78 The determination of the OTF
for a real microscope system is a complex problem.79 For a SAM it has been
investigated elsewhere.77,80 A direct method for measuring the OTF of a
focused system (Z =  0) was presented by Atalar,81 who has shown that the
image scanned along the surface of a spherical particle exhibits the transfer
function of the microscope. This method has been extended to measure the
defocused OTF using three-dimensional images of steel spheres.82

Figure 11.12a is an X-Z-scan of the top of a steel sphere. The value of the
image amplitude is stored and the spherical scan extracted from the data.
The method is valid for determination of the complex transfer function if
phase measurement results are available. The moduli of the transfer function
at different focal positions derived from Figure 11.12a are depicted in
Figure 11.12b.
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Theory and Applications of Acoustic Microscopy 677

The basic features of two-dimensional objects imaging can be illustrated
by using a perfectly reflecting disk. The circular disk is widely used as a
model of penny shaped subsurface cracks. To calculate the images of a disk
at different focal plane positions we will use the OTF in the paraxial approx-
imation (kx, ky<< k) for the SOM.10,83 In the simplified Kirchhoff approxima-
tion, a perfectly reflecting disk is defined by the reflectance function of the
object. 39, p. 52  for (x, y) inside the disk, and  otherwise.
The perfectly reflecting disk of radius a, has the angular spectrum39,p. 64 

(11.39)

Here we have defined the cylindrical transverse radial spatial frequency as
. The images of a rigid reflecting disk-shaped plane calculated

FIGURE 11.12
(a) X-Z scans of a steel ball of 2.5-mm radius taken at a frequency of 91 MHz. Semiaperture
angle of the lens is equal to 27∞. (b) Defocused OTF obtained in the LFM by scanning along an
arc at different normalized defocusing positions w = kZsin2a. Solid line for w = 0, dotted for w =
3, dashed for w = 6, dash-dotted for w = 8. (From Zinin, P. et al., Optik, 107, 45, 1997. With
permission.)
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678 Ultrasonic Nondestructive Evaluation

with the help of Equation 11.39 in reflection and transmission SAMs are
presented in Figure 11.13. In the reflection SAM, the three-dimensional area
in which the image contrast mainly occurs can be regarded as a thin bright
layer (Figure 11.13a). In the lateral direction, the dimension of the image is
approximately equal to the dimension of the object. The thickness of this
layer is proportional to the width of the main maximum of the V(Z) curve/

FIGURE 11.13
X-Z medial section of a rigid disk (ka = 60) calculated for a reflection SAM (top) and of a circular
hole in a rigid screen (ka = 60) for a transmission SAM (bottom). Semiaperture angle of the
transducer is equal to 60∞. Axes scaled in units of the disk’s radius. (From Zinin, P. et al., Wave
Motion, 25, 213, 1997. With permission.)
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Theory and Applications of Acoustic Microscopy 679

(1 - cos a) (Equation 11.27). For the transmission microscope, we consider
a circular hole in a perfectly reflecting screen. In contrast to the image in the
reflection SAM, the image in Figure 11.13b is elongated, the elongation
depending on the semiaperture angle. In the focus, the lateral size of the
image coincides with that of the sample.

11.3.1.3 Image Formation of Surface Breaking Cracks

In this section we will take a closer look at the reflection coefficient in case
Rayleigh surface waves are excited by the wave incident from the coupling
liquid. The results will then be applied to investigate the effect of surface
breaking cracks. 

Along the surface of a solid sample, Rayleigh surface waves can propagate.
If the surface is loaded with a liquid, these waves are denoted as leaky
Rayleigh waves, as they can radiate into the liquid. Reciprocally, they can
also be excited by waves arriving on the surface from the liquid. As Rayleigh
waves exhibit a strong motion component orthogonal to the surface, they
strongly interact with fluid waves. 

The effect of Rayleigh waves on the SAM output signal may be included
in the reflection coefficient  in Equation 11.25 of an infinite half-space. In
the simplest form,  may be approximated by the sum of the reflection
coefficient  without the Rayleigh wave and a second term with singular-
ities in the complex plane that contains the effect of the Rayleigh wave38

(11.40)

Here  is the complex wave number of the Rayleigh wave. The
imaginary part  describes the exponential decay of the wave due to energy
loss by irradiation into the coupling liquid. Real and imaginary parts must
be equal in sign to describe a decaying wave; for convenience, we choose
both to be positive. For Equation 11.40 to be valid it is assumed that the
damping aR is much smaller than kR. The second term in Equation 11.40
describes the excitation and re-radiation into the coupling liquid of the leaky
Rayleigh wave. It has a considerable influence on the reflection coefficient
only if . This is the condition for excitation and radiation of the
surface wave. The angle qR the fluid wave then forms with the surface normal
is given by  in accordance with Snell’s law.

If a lens with a semiaperture angle wider than the Rayleigh angle is used
in the SAM, the V(Z) curve is strongly influenced by Rayleigh waves. On
the detector the radiated Rayleigh wave signal and the specularly reflected
wave signal will interfere. This interference changes when the distance
between microscope and surface changes. But this will only hold if the
defocus Z is negative. For positive defocus, the excited Rayleigh wave is not
detected by the microscope, and the second term in Equation 11.40 does not
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680 Ultrasonic Nondestructive Evaluation

give a signal. As the speed of the Rayleigh wave depends on the material
properties, the signal recorded at changing distance, the V(Z) curve, will
exhibit a characteristic signature of the material for negative defocus, as can
be observed from Figure 11.11. In general this V(Z) curve is evaluated to
investigate the properties of the sample. Instead of point focus lenses line
focus lenses are often used for material investigation because the relative
contribution of the Rayleigh wave and the specularly reflected wave to the
microscope signal are more similar in this case. Material parameters may
then be derived more precisely. The spectrum of line focus lenses can be
assumed as independent of ky.

In the following we will formulate the effect of Rayleigh waves on reflec-
tion in terms of a Green function. For simplicity, we will restrict to the case
of the line focus lens. The one-dimensional relation between the reflected
field distribution along the surface of a solid half-space and its angular
spectrum is similar to that given by Equation 11.2:

(11.41)

The part of the reflected wave field  that is due to the Rayleigh wave
is obtained by inroducing Equation 11.25 into Equation 11.41, introducing
the second term from Equation 11.40 and writing  as the Fourier trans-
form of 

(11.42)

After changing the order of integration, the integral over kx is evaluated with
the aid of the calculus of residues. For x - x¢ > 0 the path of integration is
complemented through the upper half of the complex kx plane enclosing the
pole at kp (remember we chose the real part of kp greater than 0). For x - x¢ < 0
the path is complemented through the lower half and the pole at – kp is
enclosed. Equation 11.42 yields

(11.43)

This may be rewritten with the aid of the Green function G(x, x¢):

(11.44)
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Theory and Applications of Acoustic Microscopy 681

where G(x, x¢) is defined by

(11.45)

The Green function can be easily interpreted: It describes the field reflected from
the sample surface at position x due to excitation at position x¢. Equation 11.45
shows that the connection from x¢ to x is arranged by the decaying Rayleigh
wave with wave vector kp. 

Interesting effects on the image obtained with the SAM will occur when
there are surface discontinuities such as cracks or an abrupt change in the
material properties and if a lens with a high semiaperture angle is used. Even
if the width of a crack is much smaller than the resolution limit, it will
immediately be recognized by fringes surrounding.84,85 The reason for this is
that Rayleigh waves generated on the surface will be reflected at the discon-
tinuity. The reflected Rayleigh wave is then detected by the microscope.86 Its
phase will change when scanning parallel to the surface toward the discon-
tinuity or away from it, leading to a change of the interference with the rest
of the signal. This interference leads to fringes parallel to the crack, as can be
observed in Figure 11.14. The Figure shows a SAM image of superhard amor-
phous carbon obtained at high pressure (13 GPa) and high temperature (800
± 100∞C) (for details see Manghnani et al.87). The defocus is z = -20 mm at 400
MHz. Strong fringes can be seen around the cracks and close to the sample
edges. In the following paragraphs, we will quantitatively investigate the
effect of a crack according to a derivation by Somekh et al.38

FIGURE 11.14
Acoustic image of amorphous carbon (the elastic properties are given in Table 11.1) at 400 MHz
and at a defocus z = -20 mm.
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682 Ultrasonic Nondestructive Evaluation

The reflection in the vicinity of the crack will show a structural difference
as compared to Equation 11.40. Let us assume that the crack runs in the y-
direction. Then an incident plane wave with a wave vector component kx
will not simply be reflected with , but will include an additional part
from the Rayleigh wave reflected at the discontinuity with the wave vector
component . We therefore will have to describe the reflected wave
in terms of the scattering function  from Equation 11.18
instead of a reflection coefficient from Equation 11.40. It is now assumed that
the reflection coefficient without the Rayleigh wave  will not be influenced
by the crack. This requires that the width of the crack be small in comparison
to the wavelength in the coupling liquid and that its presence not change
the surface elasticity or compliance so that no edge diffraction occurs. More-
over, we assume that no other surface waves are of importance. We will
consider only the case that the field is constant in the y-direction, as for a
SAM with a line focus lens oriented parallel to the crack. A treatment of the
case of a point focus lens can be found in Rebinsky and Harris.53 We will
intuitively make use of the Green function (Equation 11.45) to construct the
reflected field. We will assume that on the two sides of the crack the same
material is found (for different materials see Somekh et al.38). 

If a Rayleigh wave reaches the crack, it will in part be reflected with an
in-plane reflection coefficient R and in part be transmitted with an in-plane
transmission coefficient T. The values of R and T depend on the depth of
the crack in comparison to the penetration depth of the Rayleigh wave. As
some energy may be transformed into waves other than a Rayleigh surface
wave, R2 + T2 may be less than 1. Without restriction of generality, we assume
that the surface is located at z = 0 and the crack at position x = 0. 

Let us first consider the field scattered into the coupling liquid from the
surface left of the crack, hence x < 0. The Rayleigh waves arriving at position
x will have different histories. Part of the Rayleigh wave is not affected by
the crack. These waves have been excited either at positions x¢ with x¢ < x
traveling to the right, or at positions x¢ with x < x¢ < 0 traveling to the left.
The contributions of these two parts are

(11.46)

Another part has been excited at x¢ < 0; traveled to the right toward the
crack; and after reflection at the crack, traveled to the left. Finally, one part
has been excited at x¢ > 0, traveled to the left, and has been transmitted
through the crack. The contributions of the latter two parts are

(11.47)
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Theory and Applications of Acoustic Microscopy 683

Note that in Equation 11.47 the Rayleigh wave is excited only before
interaction with the crack. This restricts the integration over x¢. The construc-
tion of the contributions arriving at a point x situated to the right of the crack
is derived accordingly. 

We now will assume that the whole expression for , as given by the
sum of the Equation 11.46 and Equation 11.47, is written with aid of a Green
function in the form of Equation 11.45. We therefore may assume that the
finite limits of the integrals are accounted for by multiplying the integrands
with step functions. The different form of G for x < 0 and x > 0 may also be
accounted for by step functions. To calculate the scattering function
we Fourier transform the whole expression and express  as an inverse
Fourier transform of  according to Equation 11.2 and Equation 11.1: 

(11.48)

Changing the order of integration we find by comparison to Equation 11.18
that

(11.49)

For the evaluation of the integration over x¢ with an infinite boundary on
one side, it may be utilized that the damping aR leads to a decay of the
integrand toward this boundary. The remaining integration over x can be
carried out using a property of the delta function

(11.50)

Including the term  that describes the specularly reflected field,
we finally obtain

(11.51)
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684 Ultrasonic Nondestructive Evaluation

The term in the first square brackets describes the reflection at the half-
space without crack. It is the only part that remains for T = 1 and R = 0. The
Rayleigh term there is a Lorentz function that is the Fourier transform of an
exponential wave decaying to both sides of x = 0. The delta function makes
the effect of this term translation invariant in the position space. The other
terms are due to transmission or reflection of the surface wave. Their forms
are due to the wave cutoff at the position of the crack. In both variables the
terms are Fourier transforms of exponential waves that are set to 0 on either
side of x = 0 and decay to the other side. The terms containing (1 - T) reduce
beyond the crack the amplitude of the waves that are due to the Lorentz
function. For positive defocus besides the specular reflection, only the terms
containing R have considerable influence on the microscope signal.

The fringe spacing around a surface breaking crack or a material boundary
can be used to determine the Rayleigh velocity. It simply is half the wave-
length of the Rayleigh wave. For the sample shown in Figure 11.14, this
yields a Rayleigh wave velocity of (8.0 ± 2.1) km/sec, whereas Brillouin
scattering measurements87 of the Rayleigh wave velocity of the same sample
yields (6.7 ± 0.3) km/sec. We note that though the error of the measured
Rayleigh wave velocity by the SAM is greater than that determined by
Brillouin scattering, the SAM measurements provide a reasonable estimate
of the surface acoustic wave velocity of the superhard sample. 

11.3.2 Image Formation of Three-Dimensional Objects

In confocal optical microscopy the theories of three-dimensional image for-
mation are usually based on the Born approximation and so are valid only
for weakly scattering objects.88 In the case of biological materials, the Born
approximation to the scattering problem can be used both in acoustics and
in optics. Because acoustic microscopy is widely applied to hard materials
involving strong scattering, it is necessary to extend the theories available
today to include these objects. In this section, we will present a theory of
image formation for strongly scattering spheres in the reflection SAM fol-
lowing a method proposed by Weise et al.9 The imaging of spheres forms
the basis for understanding the contrast of many objects, extending from
bubbles or spherical inclusions in solids to curved surfaces in general. More-
over, beads are used as well-defined phantom objects for testing imaging
systems.89 From the theoretical point of view, spheres are the only three-
dimensional particles for which an analytical solution of the scattering prob-
lem is available. Due to its sectioning ability, the confocal microscope is
frequently used for surface profiling. It can be done by searching the axial
contrast maximum.90 However, spherical particles are an example that con-
trast maxima may also occur when the surface is considerably defocused
(when the focus is in the center of the curvature).

In general the part of the scattering function describing the behavior of
homogeneous (non-evanescent) waves, which is important for confocal
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Theory and Applications of Acoustic Microscopy 685

imaging, can also be obtained directly from the far-field distribution of the
scattered wave. The asymptotic behavior of the field distribution Fs scattered
from a bounded obstacle for an incident plane wave with wave vector k¢ can
be written as91

, as kr Æ � (11.52)

where r is the distance from the origin and  is the far-field scattering
amplitude. The relation of the homogeneous wave part of the scattering
function g to the far-field scattering amplitude  can be obtained
using the angular spectrum representation of the far-field distribution92, p.114

for kx
2 + ky

2 < k2. (11.53)

Combining Equation 11.24 and Equation 11.53 and omitting the normalizing
constant, we obtain

 (11.54)

The same expression has been obtained in Zinin et al.,10 but tedious cal-
culation is required. The far-field angular distribution for scattering by a
spherical particle can be found analytically91

(11.55)

where the An describe the scattering amplitudes that depend on particle size
and material properties, and Pn are ordinary Legendre polynomials. gk is the
angle between k and k¢. In the scalar theory the Anm are independent of m. 93

In order to separate incident wave and reflected wave coordinates in
Equation 11.55, we use the addition theorem for spherical harmonics94 Yn,m

(11.56)
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686 Ultrasonic Nondestructive Evaluation

To evaluate the integral in Equation 11.54 we introduce spherical coordinates
(Equation 11.9) and assume that P is independent of jk. After combining
Equation 11.54 to Equation 11.56; writing Yn,m with the aid of the associated
Legendre polynomials94 ,  ;
and using the integral definition of the cylindrical Bessel functions Jm,

(11.57)

we finally obtain the output signal of the reflection SAM

(11.58)

(11.59)

where  and Nnm=  are
the normalizing coefficients and dom is the Kroneker delta symbol. To derive
Equation 11.59, we also used properties of the Legendre polynomials:

. For the transmission SAM the expression for
the output signal has the form

(11.60)

where the superscript * denotes the complex conjugate. The model given by
Equation 11.59 to Equation 11.60 describes contrast formation in the reflec-
tion SAM for spherical particles. C-scan images of spherical particles are
formed by scanning in the xy-plane at a fixed Z position. If Z = 0, the focal
plane passes through the center of the sphere. If Z = a, the focal plane touches
the front surface of the sphere. Because of axial symmetry, the image of a
sphere can be characterized by a curve that depends only on the distance R
between the center of sphere and the axis of the lens (V(R) curve). In such
a case only the X-Z medial section (X-Z-scan) of the three-dimensional
images may be considered. 

Experimental and simulated X-Z-scans of a steel sphere are presented in
Figure 11.15a and Figure 11.15b. To calculate the X-Z-scan of a spherical
particle in the reflection and the transmission SAM, we use the elementary
pupil function and expand the integral Inm in a series.93 The images of a steel
particle are strongly dependent on the semiaperture angle, so the same
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spherical particle has quite different X-Z-scans. Two regions of high image
contrast occur. The maximum amplitude of the output signal is encountered
when the focal point scans the top surface (top image) or the region close to
the particle center. It has been shown that the image contrast obtained when
scanning laterally or axially in the vicinity of the center of sphere reproduces
the field emitted by the transducer contracted twice and is independent of
the properties of the sphere.93,95 A contraction by a factor of two of the center
images in the lateral direction had been predicted by Atalar37 and has been
experimentally proven.96 The image appears when the shape of the wave-
front emitted by the transducer and the shape of the particle coincide. For
an object whose shape is far from spherical, there is no such image.95

In an X-Z-scan, the contrast of the top images looks like a crescent. With
increasing surface inclination, the thickness of this crescent increases while
its contrast decreases. The bigger the semiaperture angle of the lens, the
thinner the crescent. With increasing a, the images are even more similar to
the object. The main features of contrast formation close to the surface can
be well described quantitatively by the approximation proposed by Weise
et al.57 In that paper the signal obtained with a SAM from an uneven surface
is approximated by the signal from a plane. This plane is tangential to the
object surface at the point closest to the focal point of the transducer. It was
shown that the image taken with the focus scanned at a fixed offset from
the sphere’s surface in the z-direction has the same form as the defocused
OTF (see Figure 11.12). The normalized amplitude of the signal in a SAM
for scanning along the surface of a rigid sphere is presented in Figure
11.12b. The contrast is inversely dependent on the inclination of the surface

(a)                                                                                  (b)
FIGURE 11.15
(a) X-Z scan through a steel sphere for a reflection microscope (OXSAM) at 105 MHz. The radius
of the sphere was 560 mm. The semiaperture angle of the microscope lens was 26.5∞. Z = 0
corresponds to focusing to the center of the sphere. (b) X-Z scan through a steel sphere for
reflection microscope calculated with the same parameter as in (a). (From Zinin, P. et al., Optik,
107, 45, 1997. With permission.)
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688 Ultrasonic Nondestructive Evaluation

under focus. The maximum follows the surface profile. An elegant analytical
form of the top image of a sphere in the SOM was obtained recently.97

Let us now consider the effects of acoustical parameters of particles on the
image contrast. In the case of particles that can be penetrated by sound, we
can see the bottom of the particle — the dark side of the moon (see Figure

FIGURE 11.16
(a) X-Z medial section of a plexiglass sphere, ka = 60 calculated for reflection SAM. Axes scaled
in units of the sphere’s radius. (b) V(Z) curve for a plexiglass sphere (kR = 0). TM = top maximum,
CM = center maximum, LM = longitudinal maximum, SM = shear maximum. The semiaperture
angle is equal to 60∞. (From Zinin, P. et al., Wave Motion, 25, 213, 1997. With permission.)
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11.16, calculated for a Plexiglas sphere with parameters from Table 11.1). With
increasing differences in the acoustical properties between particles and
immersion liquids (c > cp,, cp is the longitudinal velocity inside the particle)
the dark side image moves toward the particle center. In the case of a solid
particle, we can distinguish two bottom images as two kinds of waves that
are focused inside the solid particles: the longitudinal and the transverse
wave.76 The radius of these images can be estimated from the position of the
corresponding peaks on the V(Z) curves (see Figure 11.16b). In Figure 11.16
there are four maxima on the V(Z) curves for a liquid particle. The first
maximum appears when the focal point is on the front surface of a sphere
(Z = a, top maximum [TM]), and the second one appears when the center (Z
= 0, center maximum [CM]) coincides with the focal point. The distance
between these two maxima is equal to the sphere radius. The third maximum
of the V(Z) curves is due to focusing of the longitudinal waves onto the back
of the sphere.76 The top and bottom images have the form of an arc. The
radius of the top arc is equal to that of the sphere, while the radius of the
bottom arc is equal to the distance between CM and LM. For materials in
which the shear waves can propagate we expect an image due to focusing of
transverse waves by the bottom of the particle. The position of the maxima
can be estimated by the following formula:76

 (11.61)

where ZP,S and cP,S are the positions of the maxima on the V(Z) curve and
sound velocities for longitudinal and shear wave, respectively. For a highly
reflecting sphere such as steel or aluminum, the dark side images merge
with the central image76 (see Figure 11.15). The appearance of the region
between CM and TM is influenced by the generation of Rayleigh waves.

For large spherical particles (ka >>  1), the maximum radius of the top
image appears to be reduced to about ka sin a. Hence the maximum area of
contrast depends on the aperture of the microscope. This phenomenon was
investigated theoretically59 and experimentally96 and was called the spherical
particle size reduction effect. It arises because the reflection SAM cannot
image surfaces inclined by an angle bigger than the semiaperture angle.57

Therefore, from SAM images it is often not possible to attribute the vanishing
of contrast to the edge of the object.

Now it is not difficult to predict the appearance of a three-dimensional
image of an arbitrary uneven surface. The image must have the form of a
thin layer whose shape follows the surface of the object. The thickness and
brightness of this layer will be dependent on the surface inclination. 

The images of spheres in transmission microscopes are quite different from
those we have observed in the reflection SAM. In the transmission case, the
width of the central dark spot or dark ring for Z = 0 is close to the real radius
value of the sphere (see Figure 11.17). The dimension of the image in the
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axial direction equals a/sina, and elongation can be simply described by 

(11.62)

Interesting pictures are obtained when solid particles are investigated (see
Figure 11.17). They exhibit a fringe pattern structure that is characteristic for
the individual particle. It can be attributed to multiple reflection inside the
particle, rainbow formation, and surface wave excitation.

11.3.3 Subsurface Imaging

Consider now imaging of a subsurface defect. The schematic diagram is
given in Figure 11.18. The center of the spherical cavity is placed at point O¢
with coordinates (X, Y, Z + D). Here (Z + D) is the distance from the center
of curvature of the transducer to the cavity’s center along the transducer
axis. The distance between the liquid/solid interface and the center of the
cavity O¢ is D, and the distance from the center of curvature of the transducer

FIGURE 11.17
X-Z medial section of a plexiglass sphere calculated for transmission SAM. The parameters of
the sphere are the same as in Figure 11.16. The semiaperture angle of the transducer is equal
to 60∞. Axes scaled in units of the sphere’s radius. (From Zinin, P. et al., Wave Motion, 25, 213,
1997. With permission.)
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Theory and Applications of Acoustic Microscopy 691

and the solid liquid interface is Z. The horizontal distance from the trans-
ducer axis is  and the radius of the cavity a. 

To obtain an analytical solution for the output signal of the microscope for
this system, it is necessary to make several assumptions. We will consider the
waves scattered by the cavity only once and disregard the multiplied scattered
waves. It is also assumed that the wave reflected at the liquid/solid interface
is not disturbed by the cavity, so the signal due to reflection from the liquid/
solid interface can be represented in the standard form of the V(Z) curve for
a half-space. This assumption is valid when the cavity is located below the
Rayleigh wave penetration depth; it is also valid when the waves scattered
from the cavity are weak compared to those reflected at the liquid/solid
interface, so that their contribution to Rayleigh wave generation can be
neglected. The latter holds for a cavity smaller than the wavelength of the
Rayleigh wave. On these assumptions we will proceed with the theory.

It is convenient to write the output signal as a superposition of contribu-
tions of different wave types. First, the transducer receives a signal that is
due to the wave reflected at the liquid/solid interface. This signal has the
form of the V(Z) curve of the solid in the absence of the cavity,66 and we will
denote it as VR (R for reflection). The first signal from the cavity received by
the transducer is the wave transmitted as a longitudinal wave into the solid
and scattered by the cavity as a longitudinal wave. We will denote this wave
as the PP wave and the output signal from this wave will be denoted as
VPP. Thereafter two waves reach the transducer simultaneously. A wave is

FIGURE 11.18
Problem geometry for subsurface imaging. 1 = spherical focusing transducer, 2 = liquid/solid
interface, 3 = spherical cavity.
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692 Ultrasonic Nondestructive Evaluation

transmitted into the solid as transverse wave and scattered by the cavity as
longitudinal wave (PS wave) and its reverse (SP wave). The output signal
corresponding to these two waves is (VSP + VPS). The slowest wave received
by the transducer is the SS wave. It is transmitted into the solid as a trans-
verse wave and scattered by the cavity as a transverse wave. The voltage
corresponding to this signal is VSS. The total output signal V generated by
the scattered waves is equal to 

(11.63)

A detailed derivation of each term of Equation 11.63 requires solving of the
spherical particle diffraction problem of shear and longitudinal wave prop-
agation in solids and would exceed the scope of this chapter. For a spherical
cavity, the subject was discussed in detail by Lobkis et al.8 Here we present
only the final expression as developed there.8 Omitting a constant, the terms
in Equation 11.63 may be written as

(11.64)
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(11.66)

with the definitions

 

(11.67)

 (11.68)

V R Z V Z V R Z V R Z V R Z V R ZR PP SP PS SS( , ) ( ) ( , ) ( ( , ) ( , )) ( , )= + + + +

V R Z
c
c

A L R ZPP
s P n

m n
PP

nm
m

n

n

( , ) ( ) ( ) ( , )= - -
==

�

ÂÂr
r

d1 2 0
2

00

V R Z V R Z
c

c A c A L R Z T R ZSP PS
s n

m P n
PS

S n
SP

nm nm
SV

m

n

n

( , ) ( , ) ( ) ( ) ( , ) ( , )+ = - - +( )
==

�

ÂÂr
r

d1 2 0

00

V R Z
c
c

A T R Z A T R ZSS
s S n

m n
SS

nm
SV

n
SH

nm
SH

m

n

n

( , ) ( ) ( ) ( , ) ( , )= - - ( ) - ( )È
ÎÍ

ù
ûú

==

�

ÂÂr
r

d1 2 0

2 2

00

L R Z P T i kZ k D J kR P dnm
m

P P P m n
m

P( , ) ( ) ( ) ( )exp[ ( cos cos )] ( sin ) (cos )sin= - +Ú1
0

q q q q q q q q
a

T R Z P T i kZ k D J kR
P

dnm
SV m

S S S m
n
m

S

S

( , ) ( ) ( ) ( )exp[ ( cos cos )] ( sin )
(cos )

sin= - +
∂

∂Ú1
0

q q q q q
q

q
q q

a

T R Z P T i kZ k D J kR
mP

dnm
SH m

S S S m
n
m

S

S

( , ) ( ) ( ) ( )exp[ ( cos cos )] ( sin )
(cos )

sin
sin= - +Ú1

0

q q q q q
q

q
q q

a

1462.book  Page 692  Monday, December 1, 2003  3:06 PM

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



Theory and Applications of Acoustic Microscopy 693

(11.69)

where  are the scattering coefficients8,98–100 for a
spherical cavity inside a solid medium (see Appendix B); rs is the density
of the solid; cP and cS are the velocities of longitudinal and shear waves,
respectively, in the solid; and kP = w /cP and kS = w /cS are the corresponding
wave numbers. The angles q, qP , qS follow Snell’s law, k sinq = kP sin q P = kS
sinqS (see Appendix A). TP and TS are the transmission coefficients for
longitudinal and shear waves at the liquid/solid interface. Analytical
expressions for the coefficients can be found in Appendix A. 

Although Equation 11.64 through Equation 11.69 look cumbersome, they
can, however, easily be interpreted using the Fourier spectrum approach. To
understand the structure of  Equation 11.64 through Equation 11.69, consider
the spectrum of a wave incident on the cavity. Using Equation 11.19 and
Equation 11.20, we can write it in the coordinate system originating in the
center of the cavity 

 (11.70)

The first term in Equation 11.70 is the spectrum of the wave incident on the
focal plane, and the phase shift  moves the origin of
the coordinate system to point O¢≤, which is located above the center of object
O¢ on the liquid/solid interface. To calculate the spectrum inside the solid,
we multiply the incident spectrum in the liquid by the coefficient TP,S(kx,ky),
which is the transmission coefficient from a plane wave in the liquid to a
longitudinal or transversal wave in the solid.56,section 7 Finally, to get a spec-
trum originating in O¢ we multiply the spectrum at the liquid/solid interface
by the propagation factor , with kp,s=  being the wave vector
of the longitudinal wave in the solid. The wave is subject to refraction at the
liquid/solid interface and Snell’s law yields kP,Sx = kx, kP,Sy = ky , kP,Sz =

, with kx, ky as the components of the wave vector of the
incident plane wave in the immersion liquid. Introducing spherical coordi-
nates, we find that the angle q is used for all operations in the immersion
liquid: irradiation, represented by P(q), and shifting the coordinate system
from O to the system O≤¢ in Figure 11.18, which is included in exp[ikZ cos q ]
Jm(kR sin q). The angles qP,S are used for operations within the solid such as
shifting of the coordinate system from O¢≤ to the system O¢ as included in
exp[ikP,S D cos qP,S] and scattering, represented by Pnm(cos qP,S).

Solving the inverse problem of determining size and location of a subsur-
face cavity from Equation 11.63 is a complex task. Lobkis et al.101 used the
method of stationary phase to derive an analytical expression for the V(Z)
curve of a spherical cavity in a solid. Figure 11.19 shows theoretical and
experimental V(R = 0, Z) curves for different solids. The VPP(R = 0, Z) curve
(measuring only of longitudinal waves was achieved by separation of the
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694 Ultrasonic Nondestructive Evaluation

reflected tone burst in time) exhibits three distinct peaks. The first is the

ordinary V(Z) curve from the liquid solid interface, where no Rayleigh waves
occur because of the small lens aperture. The second and the third peaks are
top maximum and center maximum of the cavity. The origin of the peaks is
very similar to that of the peaks of a spherical particle as described in Section
11.3.2. The V(Z) curve measured and simulated for shear waves VTT(R = 0, Z)
contains three peaks as well. The positions of the TM and CM are different
from those for VPP(R = 0, Z). 

11.3.4 Theory of Time-Resolved Acoustic Microscopy

The time-of-flight acoustic microscopy technique provides an alternative
method to visualize the internal microstructure of solid materials. It has been
applied by Yamanaka102 to measure the surface acoustic wave velocity. An
essential contribution to the application of a time-resolving method for lay-
ered materials was made by a group from Oxford University.33,34,103–105 The
typical time-resolved signal from a solid sample is presented in Figure 11.20.
Separation in time reflection for the different types of waves (P, PS, SS) from
the structures located below the sample surface provides additional infor-
mation about these structures and also allows their location to be determined
(e.g., Figure 11.5).

FIGURE 11.19
(a) The V(0, Z) curve for a steel ball in epoxy (a = 0.99 mm, d = 1.95 mm, frequency = 25 MHz,
a = 22∞); 1 = experimental V(Z) curve, 2 = experimental VPP(Z) curve, 3 = theoretical V(Z) curve
with pupil function (Equation 11.5), 4 = theoretical VPP(Z) curve. (b) The V(0, Z) curve for
hemispherical cavity in glass (a = 1.22 mm, d = 1.95 mm, frequency = 25 MHz, a = 22∞). 1 =
experimental V(Z) curve, 2 = experimental VSS(Z) curve, 3 = theoretical V(Z) curve with pupil
function (Equation 11.5), 4. = theoretical VSS(Z) curve. (From Lobkis, O.I. et al., J. Acoust. Soc.
Am., 99, 33, 1996. With permission.)
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Theory and Applications of Acoustic Microscopy 695

The theory of time-resolved measurement can be found elsewhere.104,106–108

Here we will obtain a simple solution using a Fourier spectrum approach.
Let the defocus Z be fixed and a short acoustic pulse so(t) be emitted by the
lens toward the sample, and s(t, Z) be the output signal. We suppose that
the lens is aberration-free and that the pupil function is independent of
frequency. The relationship between so(t) and s(t, Z) and their Fourier spectra
So(w), S(w, Z) are 

(11.71)

(11.72)

Because of the linearity of the system, the spectrum of the output signal of
the SAM S(w, Z) is a product of the spectrum of the input pulse So(w) and
the frequency response of the system V(Z, w)

FIGURE 11.20
Time-resolved signal recorded from a hard amorphous carbon sample by a time-resolved SAM
(developed at Institute of Biochemical Physics [From Levin V.M. et al., J. Phys. Chem. Sol., 2001
(in press)]). The signals B and L are the result of reflection of the longitudinal wave from the
front and back faces of the sample.. Signals of the transverse wave arise due to conversion of
longitudinal wave on the back face (mixed PS-signal) and due to conversion at the front sample
face (SS-signal). (Figure courtesy of S. Berezina.)
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696 Ultrasonic Nondestructive Evaluation

 (11.73)

The shape of a typical pulse so(t) and its Fourier spectrum can be found
elsewhere.4 To get the time dependence of the output signal of the micro-
scope s(t, Z) in response to the excitation pulse, we apply the inverse Fourier
transform to the spectrum S(w, Z)

(11.74)

where the factor of 1/(2p) has been omitted. Taking into account the prop-
erties of the Fourier transform, the output signal s(t, Z) can be presented in
an alternative form: 

(11.75)

where v(x, Z) is the inverse Fourier transform of the frequency response
function V(w, Z). The expression Equation 11.74 has been used in numerous
papers.103–105 The integral in Equation 11.75 has, however, some advantages
for numerical simulations. 

To calculate the integral in Equation 11.74 numerically, the spectra So(w)
and V(w, Z) must be determined for both, positive and negative frequencies.
Since the signals s(t, Z) and so(t) are real functions of time, functions So(w)
and S(w, Z) must be Hermitian.40,p. 16 Their real parts are even functions of
frequency, and their imaginary parts are odd functions of frequency. This
property can be succinctly written as So(w) = So*(-w) and S(w, Z) = S*(-w, Z),
where the superscript * denotes the complex conjugate. To extend V(w, Z)
to the negative frequency range, we first have to extend the reflection coef-
ficient into the negative frequency range. We recall that the reflection coef-
ficient has been derived for an incident plane wave of monochromatic time
dependence exp(-iwt). The phase of the reflection coefficient is just a phase
shift for the plane wave due to reflection. Therefore, 

  (11.76)

where (w, q), and V(w, Z) necessarily are Hermitian functions as well.
Equation 11.76 denotes the argument of a complex function. Using the prop-
erties of Hermitian functions109 and Equation 11.76, we can rewrite Equation
11.74 for the SAM
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(11.77)

where Re denotes the real part and (w, q) denotes the reflection coefficient.
A normalizing coefficient has been omitted. The internal integral in Equation
11.77 is the Laplace transform of the function So(w) (q, w) where time is
replaced by the expression 

(11.78)

where c is the velocity of sound in the liquid. The integral presentation
in Equation 11.77 is of interest for analytical manipulations. We will con-
sider some boundary cases. It can be seen from Equation 11.77 that if the
reflection coefficient is real, the signal from the solid half-space s(t) has
the form

(11.79)

Equation 11.79 can be rewritten as

(11.80)

and repeats the shape of the initial signal so(t) when the lens is focused on
the surface of the solid (Z = 0).

(11.81)

To show the influence of the lens properties on the signal shape, consider
a rectangular impulse (So(w) = 1, when (-W £ w £ W), and 0, when |w | > W.
Then so (T) = (sin WT)/(WT) and
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698 Ultrasonic Nondestructive Evaluation

(11.82)

Let the pupil function be constant over the aperture angle (Equation 11.4)
and let the half-space be rigid ( ). Then Equation 11.82 has a simple
form

 (11.83)

The integral in Equation 11.83 can be presented with the aid of the integral
sine Si: 

(11.84)

The solution in Equation 11.84 consists of two parts: one due to reflection of
the central ray from the rigid surface and the second due to the rays radiated
from the edge of the transducer (edge wave), marked in Figure 11.10 as
AO’E. The contribution of the edge wave to the signal is smaller than that
of the specularly reflected ray and the Rayleigh wave.110 Detection of the
edge wave has been demonstrated by Zhang et al.110 

11.4 Applications of SAM in Nondestructive Evaluation

The use of acoustic microscopy is widespread and it is difficult to describe
all areas in one chapter. We will only discuss the area of NDE where
information often can be provided only by the SAM. In acoustic micros-
copy, the variation of the mechanical properties with depth can be studied
by scanning the sample in various focal depth. The lens position in which
the acoustic wave is focused onto the sample surface is termed as being
in focus. When the focal point of the acoustic waves is at the position below
the sample surface, the condition is termed defocused. Consider first the
contrast of the acoustic microscope when the surface of the object is in
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Theory and Applications of Acoustic Microscopy 699

focus (Z = 0). As can be seen from Equation 11.29, the signal from the
surface for a microscope with the elementary pupil function in Equation
11.4 has the form 

(11.85)

The expression for the V(Z) curve gives a clue to understanding the nature
of the contrast in SAM images. It is obviously defined by the reflection
coefficient , which has a simple form for a liquid/solid interface.56 Its
analytical expression is given in Appendix A. The reflection coefficient con-
tains all relevant information about wave propagation in the sample.

The analysis of Equation 11.85 by Hirsekorn et al.25 demonstrated that the
magnitude of the gray levels in an image obtained with an acoustic micro-
scope can be used as a measure of the acoustic impedance of a sample with
the spatial resolution of the instrument25 (see Figure 11.21). 

Numerical calculations show that the reflection coefficient is nearly con-
stant and equal to its value for the zero incidence angle within more than
90% of the region from q = 0 to the longitudinal wave critical angle (see
Figure 11.10b). Hirsekorn et al.25 suggested the following procedure for the
calibration curve: A set of polished samples of different materials covering
a wide range of acoustic impedances is imaged with the SAM. The maximal
amplitude of the specular reflection for each sample is recorded, stored, and
plotted against the reflection coefficient for perpendicular incidence. This
plot yields a straight line (Figure 11.21). The impedance of an unknown
material can then be evaluated by interpolation from the maximal amplitude
of the specular reflection.

11.4.1 Imaging of Subsurface Defects

The most common application of the acoustic microscope is likely the detec-
tion of subsurface defects.111,112,113 Atalar distinguished between two methods
of subsurface imaging.114 The contrast of subsurface defects in heavy or stiff
materials is determined by a Rayleigh surface acoustic wave. In stiff mate-
rials, the longitudinal and the shear waves cannot be focused deep enough
because of the high-impedance mismatch between immersion liquid and
sample, but the Rayleigh waves can be excited efficiently.20 For stiff and
heavy materials the penetration depth is therefore limited by the wavelength
of the Rayleigh wave on the sample surface. On the other hand, “for low-
impedance (light and soft) materials both longitudinal and shear waves can
penetrate into the object with a reasonable focusing performance.”114 We
illustrate these statements by considering the sound focusing below the solid
surface at high frequency (1 GHz). Figure 11.22a shows the ray model of
waves propagating in a solid. 
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700 Ultrasonic Nondestructive Evaluation

As discussed in Section 11.3, in the geometrical optics approach we
should only take into account rays that appear to come from the focus
when intersecting the transducer. A set of curves of the power distribution
of the longitudinal and the shear waves traveling in the solid for amor-
phous carbon is shown in Figure 11.22b. Here, the y-axis shows the nor-
malized intensities for longitudinal and shear waves represented as EP/E
and ES/E, and the x-axis represents the angle q of the incident wave from
liquid to solid. Expressions EP/E and ES/E are given in Appendix A.
Simulations of the refraction of a focused beam into a stiff solid (see Figure
11.22) show that only a small part of the energy emitted from the lens
penetrates into the solid. Only waves coming from the coupling liquid
inside the cone with a vertical semiangle q <  can be transmitted into
the solid as longitudinal waves. The longitudinal critical angle  can be
derived from Snell’s law. For solids with high longitudinal velocities, the
critical angles can be very small (see Table 11.1). This is similar for the
shear waves (Figure 11.22b). For the numerical simulations presented in
Figure 11.22b, we used data for superhard amorphous carbon obtained
from C60 at high pressure and high temperature87 (see Table 11.1). For this
sample the critical angles for longitudinal and shear waves are 5∞ and 8∞,
respectively. 

Using a geometrical optics approach, it is easy to derive an expression for
the locations of the focal points for longitudinal (ZP) and shear waves (ZS)
inside a solid (see Figure 11.22a) if the (virtual) defocusing distance of the
microscope is Z

FIGURE 11.21
Grayscale values of maximal specular reflection amplitude of V(Z) curves as a function of the
reflection coefficient for perpendicular sound incidence. The values are calculated from material
densities and sound velocities of epoxy, Mg, Al, Si, Cu, Ni, and W (in order of increasing
reflection coefficient). The zero grayscale value does not correspond to zero reflection. (From
Hirsekorn, S. et al., Appl. Phys. Lett. 67, 745, 1995. With permission.)
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Theory and Applications of Acoustic Microscopy 701

FIGURE 11.22
(a) Ray picture of shear and longitudinal waves focusing inside a solid sample in the case of
negative defocus (Z < 0). Rays AF, BG, HD, and EK are normal to the transducer surface. (b)
The calculated relative intensity distribution of the longitudinal and shear waves for wave
propagation from water (mercury) into superhard amorphous carbon (see Figure 11.10b and
Table 11.1 for elastic constants) as a function of incident angle: (1) longitudinal wave, and (2)
shear wave crossing water-carbon interface; (3) longitudinal wave, and (4) shear wave crossing
mercury-carbon interface.
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702 Ultrasonic Nondestructive Evaluation

(11.86)

A realistic picture of elastic wave focusing inside the isotropic115 and the
anisotropic116,117 solids can be simulated numerically using a Fourier spec-
trum approach. Table 11.1 presents calculations of the Rayleigh wave pene-
tration depth and the depth of the focal positions of the longitudinal (Zp)
and shear (ZS) wave at 1 GHz derived from Equation 11.86 for several hard
materials. The defocusing distance (Z) was chosen as 30 mm for numerical
simulations, as this is the maximal displacement of the lens operating at 1 GHz.
Defocusing greater than 30 mm can damage the lens, as its focal length f
usually does not exceed 80 mm. Analyzing the data in Table 11.1, we can
conclude that for materials stiffer than silicon nitride in Table 11.1 the contrast
of the subsurface images at 1 GHz is mainly determined by the Rayleigh
wave. For these materials, the Rayleigh wave penetrates deeper than the
location of the focal points of longitudinal and shear waves. A rigorous
analysis of the image formation of micron-size defects in hard or superhard
materials by high-frequency SAM has not yet been made.

Several techniques have recently been developed to improve the imaging
of the subsurface defects, and we will mention several of them that seem to
be the most promising. Miyasaka et al.118 designed two kinds of lenses using
the shear wave for subsurface imaging. One is a high-aperture acoustic lens
operating at low-frequency (30 MHz), and the other is a center-sealed high-
frequency (400 MHz or 1 GHz) acoustic lens. The latter has the central area
of its aperture sealed to prevent longitudinal waves from traveling into the
sample so that the acoustic image is essentially composed of shear wave
components. The high-aperture acoustic lens has an aperture with a large
aperture angle for exciting shear waves in the object. Miyasaka et al.118 claim
that the use of shear wave acoustic microscopy allows an increase in reso-
lution for subsurface imaging of approximately 50%. Interesting results can
be achieved with modern signal processing algorithms. Bechou et al.119

applied advanced digital signal processing based on continuous wavelet
transform time-resolved SAM images. Application of the technique to a non-
destructive analysis of a dye-attached assembly showed the good abilities
of the algorithm to detect and localize weak defects such as cracks in the
dye.120 Maslov et al.121 monitored the phase of the signal reflected by the
subsurface inclusion. It was shown that detection of the phase of the acous-
tical signal can be used to determine the nature of defects and to distinguish
voids from solid inclusions in light casting alloys. 

In the following we will consider the SAM application for imaging sub-
surface defects inside solids for three different types of materials as are
used in modern industry: soft materials (epoxy, concrete), superhard mate-
rials (amorphous carbon synthesized from C60 at high pressure and
temperature122), and intermediate case amorphous carbon films on steel (see
Table 11.1).

Z Z
c
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=
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Theory and Applications of Acoustic Microscopy 703

11.4.1.1 Subsurface Imaging in Moderately Soft Solids 

As has been noted above, the imaging of subsurface defects inside soft solids
is an easy task. Figure 11.23 illustrates the imaging of defects located at the
interface between aluminum and a 15-mm epoxy layer. Epoxy and polymer
coatings are widely used by modern industry for protection purposes and
as an adhesive. The surface image of the epoxy layer (Figure 11.23a) shows
several defects as dark and bright spots. The velocity of the longitudinal
wave in the epoxy imaged by SAM was 2.6 km/sec (Table 11.1). According
to Equation 11.86, focusing of the acoustic beam onto the epoxy-aluminum

FIGURE 11.23
Acoustical images of the defects in epoxy layer on aluminum at 300 MHz made by OXSAM:
(a) Z = 0, (b) Z = -26 mm, (c) Z = -43 mm.
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704 Ultrasonic Nondestructive Evaluation

interface occurs when the defocus is 26 mm. A comparison of images of the
epoxy surface (Figure 11.23a) and of the epoxy-aluminum interface (Figure
11.23b) shows that most of the defects (voids) are located near the interface.
The contrast of the defects gets brighter as the SAM focus moves closer to
the interface and more defects become visible. Further defocusing (Figure
11.23c) degrades the contrast of the defects at the epoxy-aluminum interface,
showing several defects in the aluminum.

Steel bars in concrete provide another example of imaging subsurface struc-
tures in soft materials. This example attracts our attention because Portland
cement concrete is one of the manmade materials most commonly used.
Corrosion of reinforcing steel in concrete is one of the leading causes of
infrastructure deterioration. Recently, it has been found that the time-
resolved SAM is able to determine the mechanical properties of a thin layer
of concrete of several millimeters around a steel bar and to perform subsur-
face imaging of the steel/concrete interface. 

Figure 11.24a shows acoustical images of the reinforced concrete sample
taken from the top surface at 50 MHz by the low-frequency acoustic micro-
scope KSI 50 (Krämer Scientific Instruments). The image of the rebar located
below the surface at a depth of 2 mm shows a good contrast123 (see Figure
11.1). Attempts to get images of the rebar located deeper than 2 mm were
not successful with the given frequency of the microscope. The image con-
tains dark areas near the rebar, which can be attributed to high-porosity areas
in which sound attenuation is very high.123 The bright areas in the images
(Figure 11.24a and b) represent voids (filled with air) and aggregates. The
images of the rebar are fairly sharp and demonstrate that the acoustic micro-
scope operating at 50 MHz is capable of evaluating the properties of the
rebar/concrete interface. B-scans of the sample are presented in Figure

FIGURE 11.24
Acoustical image of the surface of a concrete sample at 50 MHz. (a) Subsurface image of a steel
bar in concrete. The field of view is 36*36 mm. (b) Time-resolved image of the same sample, B-
scan normal to the steel bar.
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Theory and Applications of Acoustic Microscopy 705

11.24b. In these images, the horizontal axis corresponds to the direction of
the line scan. The vertical axis corresponds to the time measured for indi-
vidual reflections to return to the transducer. The first reflection pulse is seen
as a series of white-black-white lines due to reflection at the water/concrete
interface. The pulse reflected at the concrete/rebar interface is represented
as a signal with the same polarity (white-black-white lines), though the first
positive peak (white) is not as pronounced as the second one. The sickle
shape in the middle of the images is a signal reflected at the concrete/steel
interface. The shape of the image in Figure 11.24 is in quantitative agreement
with the theoretical prediction made for spherical objects in Section 11.3. It
has been shown that the radius of the image of a spherical object is always
smaller than the actual radius of the sphere and can be estimated as ka sina. 

As can be seen from the examples, SAM is a powerful tool for subsurface
imaging of the defects inside soft opaque materials. As a result, acoustic
microscopy is widely applied in the nondestructive inspection of electronic
and optoelectronic structures,124–128 integrated circuit packages,129 electronic
packaging,130 and defect localization in the computer memory DRAM.131

11.4.1.2 Subsurface Imaging in Moderately Hard Solids 

One of the expanding applications of the SAM is the inspection of the thin
hard film as is widely used in current industrial developments. It is now
recognized that new diamond-like carbon (DLC) coatings have an extraor-
dinary potential to extend the life of machine components. The thicknesses
of the DLC films used in industry are usually about several microns. The
SAM operating at high frequency likely is an ideal device for studying film
microstructures. Figure 11.25a through Figure 11.25d shows the 1.3-GHz
acoustical images of a flat steel sample coated with a Cr-DLC film obtained
with the Leitz ELSAM (Ernst Leitz SAM) acoustic microscope. The thickness
of the film was 2.9 mm. The elastic properties measured by Brillouin scatter-
ing are given in Table 11.1. In the figures the acoustic microscope is focused
onto the top surface and defocused to Z = -6 and -8 mm, respectively. All
images reveal surface and subsurface defects in the coatings. A comparison
of the brightness of the defects in the two images shows that the defects in
the circles in Figure 11.25b are subsurface defects while those in the rectan-
gles are surface defects. 

A close look at the two images also shows that subsurface defects that
were not visible in the in-focus image (Figure 11.25a) appeared in the defo-
cused images (Figure 11.2c through Figure 11.25d), such as that marked in
Figure 11.25c. The interpretation of the images is more complicated than for
softer materials. The brightness of the contrast in Figure 11.25 also suggests
that defects are in focus when Z = -6 mm. Equation 11.86 gives 2.04 mm for
ZP. The penetration depth of the Rayleigh wave is 2.1 mm at 1.3 GHz.
Therefore, the Rayleigh wave does not interact with defects, and the images
in Figure 11.25 are formed by longitudinal or shear waves. The wavelength
of the longitudinal wave (3.8 mm) is greater than the film thickness (2.9 mm).
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706 Ultrasonic Nondestructive Evaluation

In such a case, images can be called near-field images. For near-field images,
the ray theory does not provide the location of the defects, and the rigorous
solution in Equation 11.63 through Equation 11.69 should be used. The
characterization of the subsurface defects located in the near-field of the
liquid/solid interface has not been extensively investigated in acoustic
microscopy and will be a challenging future problem. 

11.4.1.3 Subsurface Imaging in Stiff/Hard Solids 

Imaging defects and the subsurface microstructure in stiff/hard materials
are a complicated task. The behavior of the transmission coefficients
(Figure 11.22b) provides a clear picture of the problems arising when the
SAM is used to imagine the subsurface microstructure of stiff/hard materials
(see also Jipson132). The transmission coefficient in Figure 11.22b was simu-
lated for a superhard amorphous carbon synthesized at high pressure and
high temperature. The elastic parameters of the sample are given in Table
11.1. Superhard materials synthesized from C60 at high pressure and high
temperature can be obtained only in small amounts (several millimeters in
length). The strong mismatch between the coupling liquid and the sample
(as regards both velocities and impedances) significantly reduces the energy
of the transmitted beam (see Figure 11.22b). To reduce the mismatch, mercury

FIGURE 11.25
Acoustical image of the surface of the coated sample (Cr DCL) at 1.3 GHz. The field of view is
200*130 mm: (a–b) image was taken at focus. Defects inside the circles are subsurface defects,
inside the squares are (c) surface defects image that were taken at defocus Z = -6 mm; (d) image
was taken at defocus Z = -8 mm.
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Theory and Applications of Acoustic Microscopy 707

can be used as a coupling liquid.133 Figure 11.26 is a C-scan of hard amor-
phous carbon (cP ~ 11 km/sec) synthesized at the pressure of 11 GPa and
the temperature of 1450 K. The image was taken by SAM operating at 30
MHz, and the thickness of the sample was 2 mm. Use of mercury as an
immersion liquid makes it possible to obtain an image of the back side of
the sample. The impedance of mercury matches better with the impedance
of the sample, and the energy transmitted into the sample increases (see
Figure 11.22b). The back side image (Figure 11.26) revealed the crack and
the gradient of the velocity (variation of the grayscale) in the hard amor-
phous carbon. It should be noted that very fast or superhard materials can
be investigated only by low-frequency acoustic microscopes,122 in which the
defocusing distance is not limited by the attenuation of sound in the immer-
sion liquid as in the case of a microscope operating at 1 GHz.

To conduct quantitative SAM measurements of the elastic properties of
fast/hard materials, Wickramasinghe134 suggested using a solid hemisphere
(transformer) as an additional refraction surface to decrease the beam aber-
ration inside the solid objects (Figure 11.27). A steel transformer was suc-
cessfully used by Berezina122 to detect a signal from the back side of fullerene
ceramics. The steel hemisphere provided good acoustic impedance matching
between mercury and the hard sample. Because of the transformer, the
energy of the whole aperture (aperture angle ∞) beam is transmitted
into the sample. Using a transformer, it is also possible to focus the beam
onto the significant depth and to create the quasi-collinear beam by moving
the transformer surface toward the lens. Figure 11.27a and 11.27b represents
the pulse trains obtained at the frequency 13.5MHz when the beam is focused
onto the front or back surface of the 5.68-mm glass plate. Figure 11.27c and
11.27d represents the acoustic responses of the plate to the collinear beams
of longitudinal and shear waves. The transformer was then effectively

FIGURE 11.26
C-scan images of a hard amorphous carbon sample: (a) surface image, (b) interior image
obtained by the impulse reflected from the back side of the sample. The field of view is 7*7
mm2 (From Berezina, S. et al., Ultrasonics, 38, 327, 2000. With permission.)

q = 23
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708 Ultrasonic Nondestructive Evaluation

applied for measuring the longitudinal sound velocity in the new hard
phases of carbon.122 

11.4.3 Evaluation of Adhesion by SAM

The detection of bond defects in layered structures is another area of non-
destructive testing where acoustic microscopy has been successfully used
for many years.135,136 Recently, Parthasarathi et al.,137 Wang,138 and Gao et al.139

discussed the theoretical aspects of the application of scanning acoustic
microscopy for evaluating the adhesion between a film and a substrate and
for inspection of layered solids with bond defects. Wang used a Fourier
spectrum approach to model a confined bond defect between layer and
substrate. The bond defect was characterized by shear (s(x)) and normal
(n(x)) bond compliances. The total disbonding corresponds to s = n = ,
and perfect bonding corresponds to s = n = 0. An analytical expression for

FIGURE 11.27
Pulse trains for a thick (5.68 mm) glass plate with spherical steel transformer (r = 3.36 mm)
obtained at the frequency 13.5 MHz for focusing the beam on the (a) front and (b) back faces
of the plate. In (c) and (d) the transformer body forms a narrow quasi-collinear beam of the
longitudinal and shear wave, correspondingly.
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Theory and Applications of Acoustic Microscopy 709

the Green function of the bond defect can be obtained only when n and s
are small (the Born approximation). It has a complicated form, and we will
not present it in this chapter. To simulate responses of the acoustic micro-
scope in the case of strong disbonding, numerical calculation is required.
Results of the numerical simulations showed that the acoustic microscopy
response was sensitive to the normal bond compliance in all defocus ranges.
However, the shear bond compliance has an influence on the response only
at large defocus.138 Parthasarathi et al.137 and Guo et al.139 modeled the bond
defect as an infinitely thin layer with normal and tangential stiffness param-
eters. They concluded that the SAM cannot directly measure the interface
strength; however, interface stiffness parameters measured by the SAM may
indicate the bond quality between film and substrate. 

Characterization of the bonding by measuring bond compliances is one of
the real future challenges to acoustic microscopy. Modern microscopes can
distinguish two states of bonding: a perfect bond and full delaminations or
disbonding. It has recently been proven that the acoustic microscope distin-
guishes regions of interfacial degradation at the earliest stages while optical
microscopy remains insensitive.136,140 An illustrative example of the use of
SAM for studying disbonding is the research conducted at the University of
Oxford.11 Crossen et al. applied acoustic microscopy to monitor the propa-
gation of the cathodic disbonding of an epoxy-polyamide coating on steel
exposed to an NaCl solution. A linear scribe was made to initiate degrada-
tion. The disbonding (light area on both sides of the scratch in Figure 11.28a
through Figure 11.28d) stops after about 50 min, with subsequent develop-
ment of microblistering. Figure 11.28 shows the propagation of blisters
beyond the disbonded region. Individual blisters grow with time and new
blisters form at ever-increasing distances from the cut as time progresses.
The separation between the substrate and the coating on blisters eventually
leads to concentric fringes that reveal the heights and profiles of individual
blisters. 

Acoustic microscopy provides an opportunity not only to detect delami-
nations, but also to investigate the structure and shape of the disbonding.
We demonstrate this capability by describing SAM studies on adhesive
bonding as is widely used in the aircraft industry. In order to increase
adhesion between aluminum and epoxy, a special surface pretreatment used
on aluminum adherents in aerospace applications produces a honeycomb-
like oxide structure on the adherent surface. The adhesive penetrates some
distance into the honeycomb cells to form a microcomposite. The overall
thickness of this interlayer between the bulk adhesive and the bulk adherent
in a typical aluminum-epoxy joint is of the order of 1 mm only. Degradation
of the boundary between the interlayer and epoxy can be observed only
under severe degradation conditions. 

Figure 11.29 shows the degradation of a sample comprising an anodized
layer 1-mm thick and covered by 15 mm with epoxy after immersion in a
90∞C water bath for 22 days. Blisters about 100 mm in diameter were found
at the interface (see Figure 11.29a and Figure 11.29b). The SAM images
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710 Ultrasonic Nondestructive Evaluation

illustrate that degradation occur at discrete sites, rather than being uniformly
distributed over the surface. After 49 days in 90∞C water, a small blister, seen
at a defocus z = 65 mm (Figure 11.29a), becomes visible at a defocus z =  –23
mm (Figure 11.30b). In the time scan (Figure 11.30b) the vertical axis corre-
sponds to the direction of the line scan 600 mm in length. The horizontal axis
corresponds to the time individual reflections take to return to the transducer,
with the frame width corresponding to 100 ns.

A pulse reflected at the epoxy water interface shows a light-dark-light con-
trast, whereas the signal reflected at the epoxy/blister interface has the reverse
dark-light-dark contrast due to a phase shift. The phase shift occurs when the
pulse is reflected at the interface between a fast medium and a soft substrate.
Since the reflection at the substrate is not visible, the blister is likely due to
corrosion of the aluminum rather than to disbonding at the interface.

11.4.4 Imaging Cracks

Cracking is a common cause for the degradation of materials used in indus-
try; therefore, early nondestructive detection of cracks is of importance.

FIGURE 11.28
(a–d) SAM images (at 300 MHz) showing the developing of blisters beside a scribe in an epoxy-
polyamide coating on mild steel. The exposure time to a 0.05-m NaCl solution increases to 4
hours. (d) The width of the bars is 100 mm. (e) The extent of the blister zone vs (time)1/2 during
exposure; the points correspond to the time when images (a–d) were taken. (From Crossen, J.D.
et al., Faraday Discuss., 107, 417, 1997. With permission of the Royal Society of Chemistry.)

(a)

(b)

(c)
(d)
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Theory and Applications of Acoustic Microscopy 711

Scanning acoustic microscopy has proved to be of great value for the detec-
tion of cracks in a variety of materials such as ceramics,2,141–143 metals,144 and
fiber composites.145 Different types of cracks can be visualized by SAM,
including surface-breaking cracks33,86 and tensile cracks in hard coatings.146 

For some materials SAM is the only method to detect cracks. For example,
the ability to locate cracks at the aggregate/paste interface and subsurface cracks
in aggregates in concrete is unique to SAM, since the cracks do not appear in
optical images. In contrast, the scanning electron microscope can visualize only
surface-breaking cracks. In addition, it may introduce cracks in the concrete as
a result of sample preparation. Cracks that often appear during electron micros-
copy studies are due to the vacuum used for electron microscopy.

Acoustic microscopy shows its definite advantage over other techniques in
identifying cracks within rocks and solids by the presence of the Rayleigh
fringe contrast.84 The theory of the fringe formation close to cracks is described
in Section 11.3.1.3. Figure 11.31 shows a defocused acoustical image of granitic
grains in Portland cement paste. The two acoustic images (Figure 11.31b and

FIGURE 11.29
Acoustical images of a degraded joint between 15-mm epoxy layer and 1-mm oxide layer on
pure aluminum. Sample was in 90∞C water for 22 days. (a) Defocus distance z = –65 mm;
superficial blister can be seen in the top-left corner. (b) Defocus distance = 65 mm; the start of
degradation can be seen (bright spot in the left bottom corner).

FIGURE 11.30
Acoustical images of the degraded joint of the same area as in Figure 11.29. Sample was in 90∞C
water for 49 days: (a) defocus distance = 23 mm; (b) time of flight SAM image shows cross
section of the blister.
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Figure 11.31c) were taken at 400 MHz. The Rayleigh wave fringes appear in
the slightly defocused acoustical image (Z = -10 mm), indicating the existence
of some cracks. At higher defocus (Z = -100 mm), two cracks are visible in
the SAM image with excellent contrast. The reflected light optical micrograph
(Figure 11.31a) does not show any cracks. It is difficult to estimate the depth
of the cracks from the acoustical image in Figure 11.31 since the cracks are not
visible in optical or in acoustical images focused on to the surface. They must
be either very thin surface-breaking or subsurface cracks originating not
deeper than the length of the Rayleigh wave.

SAM can be used not only for detection but also for crack characterization.
Knauss et al. measured the depth of the short surface-breaking cracks by time-
resolved microscopy.33 Hidden from optical microscope, scratch-induced
cracks have been observed in Al-Cu-Fe alloy coatings.146 SAM can detect
hidden fatigue cracks in riveted lap-joint samples (two aluminum alloys pan-
els).147 Arnold et al.148 investigated the formation of microcracks in a frontal
processing area around a crack. Lawrence et al. 142 demonstrated detection of
cracks at the boundary between matrix and fiber in fiber composites. 

FIGURE 11.31
Concrete sample made with granitic aggregate grains and with plainement paste. (a) Reflected
light microscopy; acoustic microscopy at 400 MHz. (b) Z = -10 mm, (c) Z = -100 mm (From Zinin,
P., Nondestructive Testing Evaluation Int., 33, 283, 2000. With permission.)
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11.4.5 Other SAM applications

A very interesting application for acoustic microscopy was found by
Dresher-Krasiska. She demonstrated that time-resolved acoustic microscopy
allows stress distribution to be visualized inside compressed aluminum.149

Recently, Landa et al.150 developed an approach that provides a quantitative
description of the phenomena. 

Conventionally, SAM images show variations of the amplitude of the acous-
tical signal. Reinholdtsen and Khuri-Yakub21,77 measured amplitude and phase
of the SAM signal at low frequency (3 to 10 MHz) to improve subsurface images.
By modifying the two-dimensional point spread function, the transverse reso-
lution was improved by about 20%, and the obscuring effect of surface rough-
ness from images of subsurface features was eliminated.77 Grill et al.151 extended
this technique to high frequency (1.2 GHz). This technique permits reconstruc-
tion of the surface relief of the sample with submicron resolution.152

The highest resolution in acoustic microscopy was achieved at low tem-
perature.49 However, high-temperature applications of the SAM appeared to
be more attractive from the industrial point of view. Recently, an important
step has been made in the direction of imaging subsurface structures in melts.
Ihara et al.153 developed a sound imaging technique to see a small steel object
immerged in molten zinc at 600∞C.

Exercise

Construct the contributions to the scattered field of the Rayleigh waves excited
by the wavefield  at a point x situated to the right of a crack at x = 0.
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Appendix A

For solid liquid interface, the reflection coefficient can be expressed using
acoustical impedances2,115

(11.A.1)

here  are the acoustic impedances defined by

(11.A.2)

and rs, cp, and cs are density, longitudinal wave velocity, and shear wave
velocity of the sample; r and c are density and longitudinal wave velocity
of water. The angles qP and qS are determined from Snell’s law 

(11.A.3)

The transmission coefficients for longitudinal (TP) and shear waves (TS) are
given by2

(11.A.4)

For an incident energy flux E, the energy flux propagating away from the
surface is2
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(11.A.6)

and the transmitted shear is

(11.A.7)

Appendix B

For spherical elastic particles, the coefficients An are given by157

(11.B.1)
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here jn are the spherical Bessel functions and h(1) the spherical Hankel func-
tions of the first kind, ; cp and cs are longitudinal and shear
velocities of the spherical particle. The stroke denotes the derivation. 

Appendix C

The explicit form of the coefficients is

(11.C.1)

where
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12.1 Mechanical Characterization of Cytoplasm
by Acoustic Microscopy

 

Cytoplasm and cellular organelles exhibit visco-elastic properties (i.e.,
they are adequately described neither as solid bodies nor as fluids). In
addition, cytoplasm and the organelles form microdomains that differ in
their mechanical properties. The integration of viscosity and elasticity
has been described in terms of a Maxwell body or a Voigt body or by
other combinations of viscous and elastic elements arranged in series and
rows. The models are derived from the frequency related response of
strain on the application of stresses (Fung, 1981, 1984). With increasing
frequency of stress application, fewer forces are taken up by the viscous
elements, and the reaction is dominated by the elastic properties (Sato et
al., 1987). Viscous flow of cytoplasm occurs in the range of seconds or
minutes; at very small strains viscosity influences may be detectable
down to the kilohertz range. Acoustic microscopy, however, is performed
in the upper megahertz and the gigahertz range and is far above the
influence of viscous elements on the mechanical behavior of cytoplasm.
The interaction of cells with ultrasound will depend almost exclusively
on its elastic properties in addition to structural properties responsible
for attenuation (see Section 12.6.1.3). 

When a cell is exposed to gigahertz ultrasound, should it be described as
a fluid or a solid? Cells are composite bodies containing about 80% of water,
which chemically and mechanically determines cytoplasmic properties (Let-
terier, 2001). The dry mass (the solid fraction), however, largely consists of
proteins that may be able to polymerize and depolymerize and to contract
and relax. The proteins are responsible for the production of forces required
(e.g., for migration in embryonic development, wound healing and tumor
invasivity, for the movement of chromosomes toward the spindle poles in
mitosis or for cytokinesis). 

Compression modulus and density determine the longitudinal wave speed
of sound in fluids (see Chapter 1). In the case of cytoplasm this compression
modulus is a compound parameter consisting of the compression modulus
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of the saline (water plus dissolved ions) and of the compression modulus of
the dry matter (proteins, nucleic acids, fat, etc.). 

As a consequence of the fluid character of cytoplasm, no shear waves
will be generated, and if generated, they would be highly attenuated.
Neither Rayleigh waves nor other surface leaky waves interfere with the
waves reflected from the cell surface. The V(z) characterization that is of
high value in the determination of thin-layered solid material does not apply
to cells. Cells may only influence the V(z) relations of the underlying solid
by acting as a thin layer of liquid with specific properties on top of the solid
(Kundu et al., 1991; Litniewski and Bereiter-Hahn, 1991).

A second feature significant in acoustic microscopic investigation of cells
is shape. Because acoustic microscopy in general is limited to structures with
a small degree of roughness, most of the investigations have been done on
cells in culture. In this case cells reside on the surface of a solid substratum.
Their shape can be approximated by an ascending and declining wedge
(Figure 12.1). Longitudinal sound waves are reflected at least at two bound-
aries: at the culture medium/upper cell surface and at the lower cell surface/
solid surface where the cells are residing. These waves will interfere with
each other if the pulse length exceeds the acoustical path length through the
cytoplasm, giving rise to an interference pattern that delineates cell shape
(Figure 12.3, Figure 12.5, and Figure 12.8). 

 

12.2 Alternative Methods to Determine Cell Mechanics 

 

A broad range of methods has been developed to determine cytoplasmic
elasticity. Recently atomic force microscopy (Radmacher et al., 1993, 1994, 1996;
Vesenka, 1997) and the related poking methods became the most widely used

 

FIGURE 12.1

 

Schematic representation of one half of a cell as a wedge-shaped structure on a solid substratum.
The incident sound waves 
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 will in part be reflected at the medium/cell interface (
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), and
another fraction penetrates through the cell to the solid substratum where again a certain fraction
will be reflected (
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) that can then interfere with the wave reflected from the cell/medium
interface. Depending on the cell thickness the phase differences cause destructive and construc-
tive interferences. The course of amplitude is indicated by the wave pattern above the tapering
structure. Multiple reflections are highly attenuated and therefore have not been considered in
this scheme.
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methods to test cell elasticity. They are used to repeat in part the experiments
performed to establish scanning acoustic microscopy (SAM). More recently
magnetic twisting cytometry added considerably to cytomechanical measure-
ments and the analysis of the physiological transduction of mechanical signals
(Wang and Ingber, 1995). The main power of acoustic microscopy lies in its
very small interaction with the probe and its high temporal and spatial reso-
lution. The lateral resolution does not reach that of the scanning force micros-
copy, but most forces do not act on a small submicrometer area; they only
distribute throughout a larger area of several microns. 

Temporal resolution is a very significant parameter in the analysis of living
cells because the dynamics of cells and their organelles restrict the time of
data acquisition. Some cells move at speeds up to 30 

 

m

 

m/min. In addition,
organelles inside a cell may move or the surface topography may change
within a few seconds. Thus, data acquisition must be a fast process. Depend-
ing on the lateral resolution required, one or more pictures have been taken
by SAM. A picture of 256 lines and 512 pixels width requires 5 sec; this is
much less than for one atomic force microscopy (AFM) image. 

Two types of microscopes are presently used and commercially manufac-
tured: the scanning laser acoustic microscope (SLAM) operated at about 100
MHz and the SAM operated in reflection mode. In the SAM, frequencies up
to 2 GHz (at room temperature) allow lateral resolutions in the submicrome-
ter range, and in the direction of the acoustical axis (z-axis) resolution of 10
to 20 nm is easily achieved if interference phenomena are evaluated. At lower
temperatures (< 100

 

∞

 

K and 8 GHz) much higher resolutions can be reached.
The technical expenditure, however, is enormous for operating a microscope
in this temperature range. The SLAM technique in life sciences primarily
has been applied to the investigation of tissue slices (e.g., O’Brien et al., 1988). 

 

12.3 Principles of Cytomechanics Analysis by SAM

 

For calculating the elasticity of isolated cells and soft tissue, the measurement
of impedance differences from the intensity of the reflected acoustic signal
seems to be a relatively simple method. The reason why is that the contri-
bution of surface waves and Rayleigh waves can be neglected (see above).
Problems arise because reflectivity for ultrasound at the culture medium/
cell surface boundary is low and sound reflection may be modulated by the
slope of the reflecting surface (i.e., surface topography). This depends on the
overall cell shape and the presence of microstructures on top of the cells
(glycokalix, ridges, microvill, etc.) and at their surfaces adhering to a solid
substratum. In general, these structures deteriorate procedures for precise
measurements of surface elasticity. In part they can be overcome by prein-
cubation of the cells in serum-free media for about 24 hours before starting
the measurements. 
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12.4 Parameters of Cells That Have to Be Determined

 

The primary data acquired by SAM of cells and tissues are the intensity of
p-wave reflection (corresponding to the impedance differences at the bound-
aries) and longitudinal wave attenuation. Depending on the type of micro-
scope, phase information may supplement amplitude values and the time
of flight can be determined by temporal resolution of the signals. From these
data several unknowns determining the mechanical parameters of a cell have
to be derived: cell thickness (topography), cytoplasmic elasticity, density, and
probably viscosity have to be calculated from the acoustic parameters. In
case cells do not adhere tightly and smoothly to their solid base, the thickness
of the intermediate layer also has to be considered (Kundu et al., 1992). 

How can one cope with these many unknowns? A variety of methods has
been developed to solve this problem and to calculate physiologically rele-
vant parameters from SAM images. Table 12.1 summarizes the most impor-
tant approaches. 

No method has gained superiority over others in handling and reliability.
In general, V(z) and V(f) procedures (V(z) and V(f) curves) require focus or
frequency variations and need several images to be taken before the calcu-
lations can be done. This limits temporal resolution. Methods based on the
evaluation of interference fringes provide high temporal resolution com-
bined with loss in spatial resolution; they also do not allow measurements
of very thin cytoplasmic layers. Procedures taking advantage of the infor-
mation in phase 

 

and 

 

amplitude of the acoustical signal seem to be superior
for resolution in time and space. However, they are very sensitive to external
disturbances (temperature, scanning plane, vibrations) that impose big dif-
ficulties for practical work. 

Similar difficulties may arise using time-resolved SAM that in principle are
equivalent to the combined amplitude and phase methods, but also take a
long time for image acquisition (which may be overcome by technical refine-
ments). Their resolution in z-direction in practical use is in the range of several
micrometers (at 500 MHz), depending on the evaluation procedure applied. 

In the next section, the application of those methods will be exemplified
that have been used in the authors’ laboratory.

 

12.5 SAM Methods to Determine Mechanical 
Properties of Cells 

 

12.5.1 Surface Reflection

 

In the case only one boundary exists, measuring sound reflected at the
interface between coupling fluid and specimen (

 

I

 

r

 

/

 

I

 

0

 

) at normal incidence,
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TABLE 12.1

 

SAM Approaches to Determine Mechanical Properties of Cells

 

Method Advantages Shortcomings Ref.

 

Surface 
reflection 
method

Sound velocity is
determined 
straightforward

No background 
reflection is a must; 
limited applicability to 
thick structures only; 
surface topography of 
crucial influence

Time-resolved
SAM 

All parameters can be 
determined directly 
(thickness, density, sound 
velocity, attenuation); 
high lateral resolution

Very long acquisition 
time; thin cytoplasmic 
layers cannot be 
measured

Briggs et al., 1993

Interference 
fringe 
contrast 
method 

Fast; a single frame is 
sufficient; 
semiquantitative 
estimations of tension 
distributions

Low lateral resolution; 
density is assumed to 
be constant; problems 
with thin cytoplasmic 
layers; substrates with 
high acoustic 
impedance are 
required to minimize 
errors

Litniewski and
Bereiter-Hahn, J.,
1990

V(z) methods Well-developed theory; high 
lateral resolution; thin 
cytoplasmic layers can be 
analyzed; all parameters 
can be calculated 
separately; only bounds 
for the values are required 
for mathematical iteration

Long acquisition time 
(several images are 
required); dependence 
on substrate 
properties

  Grattarola et al.; 
Boseck et al.; 
1993
Kundu et al.,
1991

V(f) methods Independent from 
background material; 
working in focus; 
electronic switching 
frequency does not 
involve mechanical 
elements as in V(z); all 
parameters can be 
calculated separately; 
only bounds for the 
values are required

Relatively long 
acquisition time 
depending on number 
of frequencies; lens 
transfer function may 
be very different for 
different frequencies

  Kushibiki et al.;
1995

Kundu et al.
2000

Phase and 
amplitude 
imaging
(also to be 
combined 
with V(f))

High sensitivity; thin 
cytoplasmic layers can be 
studied; high lateral 
resolution; all parameters 
can be calculated 
separately; only bounds 
for the values are 
required; if low lateral 
resolution is acceptable 
one image is sufficient to 
calculate all parameters

High sensitivity of phase 
imaging requires 
extremely well-
controlled 
temperature and 
mechanical 
conditions, and a 
series of image 
preprocessing before 
starting calculations
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allows straightforward calculation of impedance (

 

Z

 

C

 

) and sound velocity (

 

c

 

P

 

)
of a cell using 

 

(12.1)

 

where (

 

I

 

0

 

) is the incident sound intensity, (

 

I

 

r

 

) is the reflected sound intensity,

 

Z

 

C

 

 is the acoustic impedance of the probe (i.e., cytoplasm), and 

 

Z

 

F

 

 is the
acoustic impedance of the coupling fluid (i.e., water or saline) 

 

Z

 

 

 

=

 

 

 

r

 

c

 

P

 

(12.2)

 

where

 

 

 

r

 

 

 

is the density of the propagating medium.
The confocality of SAM is in favor of this method. However, the operating

aperture of acoustic lenses is much smaller than that of high-resolution light
microscope objectives, making the power for producing acoustical sectioning
of the probe smaller as well. While this method is well applicable to thick
tissue slices or to the polished surface of a quasi-solid material as is bone
(see Chapter 13), its application to cell imaging is very limited. An image
showing cell surface reflectivity can be obtained only when the reflectivity
of the supporting substratum is very low and the thickness of the cell is
high, relative to the extension of the focal spot of the acoustical lens along
its axis of propagation. In the case of an isolated rat cardiomyocyte shown
in Figure 12.2, a series of images was taken with 0.5 

 

m

 

m increment in focal
position. The brightest value for each pixel position (xi, yi) found in the
whole set of about 20 images was then written into a new image, showing
only the brightest reflections at each point (all max image). Because of cell
thickness and low reflectivity of the supporting plastic material, no back-
ground signal reaches the acoustic lens.

For calculations of mechanical properties of cells from such all max images,
the following parameters have to be considered: normal incidence, uneven
surface topography, and interference with reflections from the supporting
surface.

 

FIGURE 12.2

 

Maximum ultrasound image of an isolated
rat cardiomyocyte. The 19 z-plane images
used to calculate the image covered 9.5 

 

m

 

m
inthe z-direction and were obtained at 1.0
GHz (30

 

∞

 

C). Areas of high reflectivity are in-
terspersed with areas of low reflectivity. No
subcellular structures could be identified in z-
direction. (From Mathis O. Riehle, Glasgow,
U.K. With permission.)
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12.5.1.1 Normal Incidence and Uneven Surface Topography

 

The simple relationship described by Equation 12.1 is valid only for normal
incidence. The assumption of normal incidence of ultrasound focused on a
plane surface is justified in the focal plane in the very center of the focal
spot. If the focal plane of a lens is positioned several wavelengths above the
surface to be imaged, only normally incident sound waves contribute to
image formation. In many cases the slope of the reflecting surface is not
exactly known. As a result, the extended formula (including the angular
spectrum of the sound waves) cannot be applied, and only those parts of
specimens that lay at approximately 90

 

∞

 

 to the incident sound beam can be
studied. Examples with almost plane surfaces are tissue sections and very
flat cells in culture; reflectivity does not change more than 5% if the slope
of the reflecting surface of a cell is up to 15

 

∞

 

 (Boseck, 1993). Using combined
amplitude and phase imaging of the reflected sound waves overcomes this
problem because the changes in phase allow for the determination of dis-
tances and surface slopes. This method has not been systematically applied
to cells and tissues until now. 

Oblique specimens or those with surface modulations up to the focal
distance of the lens can be imaged properly by acquisition of a focus series
of images with an increment smaller than the focal depth of the acoustic lens
to fulfill the Nyquist sampling theorem. In the case of 1 GHz, vertical reso-
lution of the amplitude image is in the range of 3 

 

m

 

m; a recommended step
size of 0.5 

 

m

 

m corresponds to extensive oversampling. From this set of images
an all max image is calculated as generally applied in confocal microscopies
(Figure 12.2). 

 

12.5.1.2 Interference with Reflections from the Supporting Surface

 

Glass or plastic materials are used as supporting material for the microscopic
observation of cells. The reflection coefficients of these materials, especially
glass, are higher than those of soft biological tissues. Under defocusing
conditions reflections from these surfaces may also contribute to image for-
mation. This can be avoided by using substrates with an impedance close
to that of the specimen under investigation and by sufficiently large defo-
cusing. Materials almost matching cytoplasmic impedance are concentrated
agar (> 3%) or soft polyvinylchloride (Kanngiesser and Anliker, 1991). The
necessary degree of defocusing depends on the reflectivity of the substratum.
On the other hand, reflections from the substratum and from the surface of
the biological sample may interfere with each other; it is this interference
that provides a useful signal for further analysis (see Chapter 13). 

 

12.5.2 Time-Resolved SAM

 

Time-resolved acoustic microscopy has been realized several times in the
past (Briggs, 1992; Briggs et al., 1993; Hänel and Kleffner, 1998; Sinton et al.,
1989) and has been used for characterization of soft and hard biological
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tissues (Daft and Briggs, 1989; Hänel and Kleffner, 1998). The short temporal
extent of the impulse excitation allows the separation of echo pulses from
the top and bottom of a thin specimen or from separate interfaces in a layered
specimen to be identified in the received signal. Because of this separation,
the vertical structure in specimens can be resolved. High reflectivity of the
supporting surface combined with low reflectivity of the specimens and
attenuation by the samples normally impede this type of imaging soft bio-
logical samples. Cells grown on a polyvinyl-chloride surface that almost
matches the acoustical impedance of the coupling fluid (reflectivity 18 dB
lower than the reflection of the surface of a polystyrene petri dish) were
viewed using ultrasound pulses in the ns range. This method permitted
acoustical sectioning and thus three-dimensional imaging and x-/z-scans
(brightness-scans [B-scans]) with a resolution of 1.24 

 

m

 

m in the axial direction
(0,54 

 

m

 

m lateral resolution at 1.5 GHz) (Kanngiesser and Anliker, 1991).
Although in time resolved SAM interference fringes appear, they are not
used for further analysis. 

If the echoes in time resolved SAM are adequately separated in time from
the height and position of each maximum in the echo-four crucial parameters
can be separated: 

• The difference in time between the reference signal and the reflection
from the top layer

• The difference in time between the interface of the top surface and
the substrate-facing surface of a cell

• The relative amplitudes reflected from the top of the cell 
• The relative amplitudes reflected from the substrate interface of the

cell

From these parameters’ cell thickness, acoustic velocity in the cell, imped-
ance, attenuation, and density of the cell can be calculated. The main advan-
tage is that analysis of time-resolved measurements does not require any 

 

a
priori 

 

assumptions about the acoustic properties of the specimen. However,
in most cases observing cells in culture the signals are so close together that
they are not adequately separated to follow the procedure outlined above.
In addition, the very long times of image acquisition (more than 1 min) often
are prohibitory for the investigation of living cells (see Section 12.6.2).

 

12.5.3 The Interference Fringe Contrast Method

 

A biological sample on a slide or petri dish functions as a thin layer on a
solid substratum. Sound reflected from the surface of such a sample may
interfere with sound waves reflected from the surface of the supporting
material (i.e., glass or plastic). The amplitude of the sound wave reflected from
the solid can be used as a constant reference. As a result, the modulation of
the amplitude of the wave resulting from interference is due to the properties
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of the specimen only. Contrast (the amplitude difference between construc-
tive and destructive interferences) is related to the impedance differences at
the reflecting interface of the biological sample, while mean brightness of
the resulting image (calculated from the sum of maxima and minima of the
amplitudes) is related to attenuation in the specimen. This relationship was
described first by Hildebrand and Rugar (1984; Hildebrand et al., 1981), and
then formulated mathematically and used for quantitation of longitudinal
sound velocity and attenuation by Litniewski and Bereiter-Hahn (1990). 

The approximate cell shape (topography) is immediately obvious from the
pattern of interference fringes seen in SAM images. When applied to cells
growing on a flat, solid substratum, these interference fringes delineate zones
of equal acoustical path lengths between the reflecting boundaries cell/
culture medium and cell/substratum (Figure 12.1). Local variations in

 

 c

 

P

 

would shift the position of an interference fringe as well. Their pattern is
only a first approximation to surface topography that is convolved by sound
velocity.

The big advantage of this method is its speed. A single amplitude image
of a specimen is sufficient to calculate local sound velocity in fringe minima
and maxima to give an estimation of elasticity. However, the method has
several shortcomings and requires assumptions that may not always be
sufficiently reliable: 

• Lateral resolution is limited by the distance between adjacent max-
ima and minima of interferences, and mechanical properties must
be assumed to be constant over this space. 

• Reliable measurements require a solid substratum with relatively
high impedance (i.e., glass), and the overall contrast of these images
is low. 

• The method works well on the assumption of normal incidence of
the sound waves (see above), and an optimal lens position is about
five to seven wavelengths above the reflecting surface of the specimen. 

• The procedure is limited to those areas showing interferences, and
the order of interferences must be determined properly. 

• The density of the cytoplasm is assumed to be constant at an esti-
mated level. This assumption will be fulfilled in most cases. 

Because of these shortcomings, this method primarily was used to follow
dynamic events when changes of mechanical parameters are more important
than their absolute values. Qualitatively the local dynamics of elasticity are
easily visualized by Sobel-filtering of the primary images taken at z-values
a few wavelengths above the specimen. Sobel-filtering reveals the steepness of
gray-level changes in between constructive and destructive interferences and
visualizes contrast. As a first approximation this filtering can be used to
show the dynamics of elasticity distribution and is well suited for compar-
ative observations of force distributions (Figure 12.3) in migrating cells
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(Bereiter-Hahn and Lüers, 1998; Lüers et al., 1992b) or in cells undergoing
fast volume changes. 

 

12.5.4 V(z) Methods

 

Rayleigh waves result from a total conversion of a longitudinal wave into a
surface wave at certain angles of incidence. They then leak back into the
coupling fluid and the lens, causing intensity variations of the signal (V)
with the distance (z) of this lens to the reflecting surface while moving the
focus beyond this surface. A characteristic relationship results that is
described as the V(z) curve. For soft tissues this procedure does not make
sense because of the lack of Rayleigh waves in fluids and soft materials.
However, the V(z) characteristics of a solid with a plane surface are modu-
lated by overlying a thin layer of cytoplasm. The theory of this model has
been developed independently (Bianco et al., 1992; Chubachi et al., 1991; Yu

 

FIGURE 12.3

 

Example for the formation of the first derivation (Sobel Filtering) of the SAM image of a cell
in culture (upper left image). In the Sobel filtered image (upper-right image), twice the number
of concentric rings appears because the rings represent the gray-level changes from dark to
bright and from bright to dark as well. By inversion of the Sobel filtered image, zones with
high contrast appear dark, while those with low contrast (small change of image brightness
from one pixel to the next) appear gray to white. Image processing allows to mark (e.g., areas
with particularly high contrast) (lower image). Bar in this and following micrographs corre-
sponds to 10 

 

m

 

m.
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and Boseck, 1992; Sathish et al., 1994; Kundu et al., 1991). For the first time
this method allowed mapping of elasticity (sound velocity) and attenuation
over a cell with full resolution of the SAM (Bereiter-Hahn et al., 1992; Bere-
iter-Hahn and Wagner, 2001) (Figure 12.4).

The main advantages of this method are: 

• It is based on a well-developed theory.
• It is widely used in materials sciences. 
• It offers high lateral resolution.
• It allows for the analysis of thin cytoplasmic layers (Figure 12.4). 

All the parameters (local thickness, longitudinal sound velocity, attenuation,
density, and thickness of a thin fluid layer in between the biological material
and the solid support) can be calculated separately; only bounds for these
values are required to allow the simplex algorithm to converge to the correct
set of values (Kundu et al., 1991). A variety of substrata can be used to mount
the specimen, and no interferences are required for the calculations.

The main disadvantages are the long acquisition time (at least one image
more than the number of unknown parameters must be acquired) and the
dependence on substrate properties, which must give clear V(z) curves, (i.e.,
support the development of Rayleigh waves).

 

 

 

12.5.5 V(f ) Methods

 

The variation of frequency has been used in light interference microscopy for
the determinations of the two unknowns thickness and refractive index (Beck
and Bereiter-Hahn, 1981). A similar procedure can be applied in SAM (Kundu
et al., 2000). Using a phase and amplitude sensitive modulation of an SAM
(Hilmann et al. 1994, Grill et al., 1996; Pluta and Grill, 2002), longitudinal
wave speed, attenuation, and thickness profile in a cell or tissue section are

 

FIGURE 12.4

 

Endothelial cell derived from 

 

Xenopus laevis

 

tadpole heart. Pattern of (a) elasticity (square
of p-wave velocity) and (b) attenuation has
been calculated from a series of six single pic-
tures taken at different z-values (V(z) series).
Dark areas in (a) show low sound velocity
(1580 to 1620 m/sec), while bright areas show
high sound velocity (>1700 m/s). Attenuation
in (b) is low in the bright areas while it is high
in the dark areas (ca. 3.5 times that of water).
Diameter of the image: 100 

 

m

 

m. Size of the
single pictures in the stack: 512 

 

¥ 

 

256 pixels.

 

1462_C12.fm  Page 736  Monday, December 1, 2003  3:12 PM

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



 

Ultrasonic Characterization of Biological Cells

 

737

obtained from the voltage vs. frequency or V(f) curves. Acquiring a series
of pictures in the range from 980 to 1100 MHz with an increment of 20 MHz
allows the experimental generation of V(f) curves for each pixel by simply
changing the signal frequency, while keeping the lens-specimen distance
constant (Figure 12.5)

 

. 

 

Both amplitude and phase values of the V(f) curves
are used for obtaining the cell properties and the cell thickness profile. Both
the cell thickness and its longitudinal wave speed can be estimated from the
phase values and the order of the interference ring corresponding to a pixel.

 

FIGURE 12.5

 

Endothelial cell in culture: (a) amplitude image; (b) phase image taken at 0.98 GHz; (c) course
of a line through the image along which the amplitude and phase values are measured at
different frequencies; (d) resulting distributions of amplitude along the measurement line; (e)
sound velocities (full line) and thickness (broken line) calculated from the frequency-dependent
amplitudes shown in (d). 
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The theoretical analysis shows that the thin liquid layer between the cell and
the substrate has a strong effect on the reflection coefficient and should not
be ignored during the analysis. Cell properties, cell profile, and the thickness
of the thin liquid layer are then calculated from the V(f) curves again using
e.g., the simplex inversion algorithm.

 

 

 

The main advantages of this method are: 

• Imaging can be done near the focal plane, achieving an optimal
signal-to-noise ratio. 

• No interference with Rayleigh waves occurs (focus at z 

 

=

 

 0).
• The method is independent from the properties of the solid substra-

tum on which the cells are growing. 

This method allowed us to monitor by SAM the reaction of cells to mechan-
ical stretch (Figure 12.6) (Karl and Bereiter-Hahn, 1999).

 

12.5.6 Phase and Amplitude Imaging

 

A few attempts have been made to take advantage of the information con-
tained in a reflected acoustic wave — the phase shift relative to a reference
and its amplitude (Hillmann et al., 1994; Khuri Jakub et al., 1988; Grill et al.,
1996). The probe-dependent phase shift of the signal can be achieved by
comparing it with a reference derived from the sending oscillator. This mul-
tiplication is technically realized with a mixer followed by a low pass filter.

 

FIGURE 12.6

 

Shape changes of an endothelial cells growing on silicon rubber induced by a 15% uniaxial
stretch. (a) control condition; (b) 5 min after onset of stretch; (c) 20 min in stretched
condition; (d) 60 min in stretched condition. Cells extend lamellae in the direction of the
applied stretch. 
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Then the phase shift and the amplitude resulting from interaction with the
specimen can be calculated (Hillmann et al., 1994; Grill et al., 1996). The phase
shift corresponds to acoustical path lengths, while the amplitude shows atten-
uation of sound. This is of particular interest for the investigation of specimens
with a large topographical surface modulation. In such specimens (e.g., the
surface of a leaf with stomatal cells) the surface topography is represented by
a series of lines similar to interference fringes. In the case of phase imaging
these lines result from the type of representation: A phase shift from 0

 

∞

 

 to 360

 

∞

 

may be represented by a gray-level scale ranging from white to black, and
thus every 360

 

∞

 

 phase shift induce a new start of the grayscale. This broadens
the application of SAM to objects with topographical modulations in the range
of up to 10 times the wavelength of the longitudinal sound wave (Figure 12.7
in Bereiter-Hahn, 1995; Pluta and Grill, 2002). 

In the case of cells on a solid substratum, the amplitude image is still
dominated by interferences that can be treated as normal interference images
(see Section 12.5.3). However, additional information is provided by the
phase image that can be used for simple calculation of cell mechanical
parameters, longitudinal sound velocity, attenuation, and thickness when
spatial resolution can be reduced to the distances between the minima and
maxima of the interferences. In the minima of the interference fringes (dark
lines) of the order 

 

m

 

d

 

, the thickness (

 

d

 

) of the specimen is

 

(12.3)

 

when 

 

f

 

 is the frequency of the sound, 

 

c

 

pc

 

 is the longitudinal sound velocity
in the specimen, and 

 

c

 

ps

 

 is the sound velocity in the surrounding fluid. In

 

FIGURE 12.7

 

Concentration dependence of viscoelasticity of skeletal actin after having completed polymer-
ization. Viscosity 

 

=

 

 

 

∑

 

, Elasticity and sound velocity 

 

=

 

 

 

�

 

. Sound velocities of F-actin (monitored
at 25

 

∞

 

C). One symbol represents the mean of 2-5 different measurements. (From Wagner et al.,

 

Biophys. J.

 

, 76, 2784, 1999. With permission.)
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the first-order dark (the phase difference is half wavelength), this corre-
sponds to a thickness of a quarter wavelength because in the reflection mode
the sound wave travels the specimen twice. 

From this 

 

c

 

pc

 

 can be calculated by 

 

(12.4)

 

The phase difference (

 

j

 

) imposed to the sound wave after passing through
the specimen depends on the acoustical path length (thickness times imped-
ance) and can be written as follows:

 

(12.5)

 

Combining Equation 12.3 and Equation 12.5 results in

 

(12.6)

 

Because values are obtained at the minima and maxima of interferences
only, the intermediate zones are approached by interpolations. This limita-
tion in lateral resolution can be overcome by a combination of V(f) with
amplitude and phase acquisition. Variation of frequency shifts the interfer-
ence fringes. If this shift covers a range of 

 

p

 

, the distance between a con-
structive to a destructive interference, then for all points in a cell a set of
minima and maxima of interference fringes is generated that can be used
for calculations according to Equations 12.3 through 12.6.

 

12.6 Biological Significance of Acoustic Parameters of Cells

 

Cell biologists are used to estimating structural and chemical parameters as
significant for the characterization of cells, their physiological state, and
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functional activities. Acoustic microscopy finally reveals the mechanical
parameters elasticity and attenuation in addition to thickness and density.
These features are more difficult to include into the prevalent type of cell
biology. Mechanical parameters are important in all those processes that are
directly related to mechanical interactions as are movements and reinforce-
ment of a cell, tissue, or organism by tensile elements (e.g., Lüers et al., 1992b;
Bereiter-Hahn et al., 1995; Bereiter-Hahn and Lüers, 1998). In addition, mech-
anosensing recently has been regarded a general phenomenon involved in
proliferation control and differentiation (Ingber et al., 1995; Wang et al., 1995;
Weaver et al., 1997) and a crucial factor in embryogenesis: Beloussov (1998;
Beloussov et al., 1994, 1997) emphasized the role of morphomechanical fields
acting in concert with morphogenetic fields. Local and generalized mechan-
ical stimulation may induce a cascade of signal transduction events compa-
rable to those induced by receptor-ligand binding. Generally accepted is the
concept of integrin mediated mechanosensing (Ingber et al., 1995). The mech-
anism has not been fully elucidated until now. 

Another example for the physiological significance of elasticity is volume
control. Anisotonic media induce swelling or shrinking that can be reversed
within 3 to 40 min in many cells. The cells control their volume to a certain
set value. Acoustic microscopy is well suited to determine the volume of
adhering cells (Hegner and Bereiter-Hahn, 1993), and it revealed that the
size of cell volume is coded in the tension at the cell cortex (Bereiter-Hahn
and Yastas, 1995), influencing mechanosensitive ion channels. Evidence for
biochemical and structural consequences of mechanical stimulation and of
the mechanical properties of cells is increasing. 

A field that has been totally neglected in acousto-microscope research is
plant cell biology, although the role of elasticity and swelling forces for plant
cell growth are well established and several groups are working in biome-
chanics of plants. Because of this lack of investigations, the next section will
be restricted to the situation in animal cells (in culture). 

12.6.1 Interpretation of SAM Images of Cells in Culture

Before interpreting the biological significance of the parameters determined
by SAM, determining which of the main components of the cytoskeleton
affects sound velocity in the cytoplasm and the modulus of elasticity is
important. In addition, the structural basis of sound attenuation must be
identified. Both these questions can be approached experimentally.

Cellular elasticity depends highly on the strain rate; in slow deformation
processes viscous creep may become prominent. In the SAM operated in the
megahertz or gigahertz range, the probes are exposed to an extremely high
strain rate together with an extremely small deformation (in the nm range).
Impedance values reflect exclusively elastic stiffness, and the viscous prop-
erties of cytoplasm may only be reflected by the attenuation of ultrasound.
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12.6.1.1 Impedance and Cell Elasticity

Intracellular sound velocity and reflectivity of a cell boundary are closely
related. The reflectivity coefficient is determined by the impedance differences
at the boundary. Basic assumptions on the physical state of cytoplasm, mean-
ing that it has to be treated as a visco-elastic fluid including a quasi solid,
fibrous (or porous) matrix filled with fluid, guide the interpretation that bulk
modulus (K) determines the longitudinal sound velocity according to

(12.7)

Because of the small value of the shear modulus m in cells, the equation can
be simplified to 

(12.8)

where cc is the longitudinal sound velocity in cytoplasm, K is the bulk
modulus, m is the shear modulus, and r is the density.

Physiological interpretation of data derived from SAM measurements
requires some further considerations. In the case of cells or tissues in an
aqueous medium, the sound velocity derived for the sample includes the
sound velocity of the aqueous medium and the proteinaceous content. The
latter contribution is the one of physiological interest. It can be evaluated
only when an assumption is made on the volume fractions of the protein (p)
and the fluid space (q) of a cell:

(12.9)

where p and q are a measure of the relative path a sound wave travels through
a specimen. The time-of-flight (t) is

(12.10)

where d is the geometrical thickness of the specimen, cps is the longitudinal
sound speed in the saline, cpr is the protein fraction of cytoplasm, and cp is
the resulting speed of sound through the specimen (measured speed).

From Equation 12.10 follows

(12.11)

c
K

pc
2 4 3= +( )m

r

c
K

pc
2 =

r

p q+ = 1

t
d
c

p d
c

q d
cp ps pr

= = ¥ + ¥

c
q d

c
p d
c

pr

p ps

= ¥

- ¥Ê

Ë
Á

�

¯
�

1

1462_C12.fm  Page 742  Monday, December 1, 2003  3:12 PM

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



Ultrasonic Characterization of Biological Cells 743

The sound velocities (cpr) and the corresponding elasticity values of the
protein fraction according to Equation 12.11 have been summarized in
Table 12.2. In this case, cps (longitudinal sound speed in the fluid phase in a
cell) has been assumed to be 1550 m/sec at 30∞C. 

The values in Table 12.2 represent elasticity of the pure protein, not that of
a living cell. A range of a few megapascals is reasonable, because Holwill and
Satir (1987) mention 5 MPa as the Young’s modulus for axonemal microtu-
bules. The Poisson ratio (n) relates Young´s modulus (E) to bulk modulus (K) by 

(12.12)

Mechanical properties of cells highly depend on the tension of F-actin (see
below). The Poission ratio determined for this cytoskeletal element opens
the possibility to relate cytoplasmic compressibility to its modulus of elas-
ticity (Young’s modulus). Schmidt et al. (1996) determined a Poission ratio
of 0.33. As a result, the scalar values of bulk modulus and Young’s modulus
in cytoplasm will be almost equal. 

In living cells locally more than 1800 m/sec have been measured (Bereiter-
Hahn, 1995; Lüers et al., 1992a) corresponding to very high elasticity moduli
that cannot be explained on the basis of protein properties only. The reason
is because the increase of protein concentration alone may reduce sound
velocity in cytogels rather than increasing it (Wagner et al., 1999; Bereiter-
Hahn and Wagner, 2001). Also, the polymerization status would not be
sufficient to explain these values (Wagner et al., 1999). In addition, the
high sound velocities measured in living cells by far exceed those deter-
mined for a variety of tissues that in general are in the range of 1650 m/sec.
A set of experiments described below reveals tension in the cytoskeletal
fibrils of cells in culture, particularly the actin fibrillar system, as the reason
for high elasticity.

12.6.1.1.1 Experiment 1

Treating cells with cytochalasin D, a drug that severs specifically actin fibrils
suddenly (within 1 or 2 min) reduces sound velocity and thus elasticity

TABLE 12.2

Relation of the Sound Velocity Determined for a Compound 
Material (cell: Cp) to the Sound Velocity in the Protein Fraction 
(CPr) and the Resulting Compression Modulus of the Protein (Kpr)

Cp CPr Kpr (MPa)

1600 1837 3.37
1650 2224 4.95
1700 2774 7.69
1750 3617 13.08
1800 5073 25.73
1850 8193 67.12

E K= -( )3 1 2n
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(Bereiter-Hahn, 1987). Qualitatively this can be seen in a loss of contrast
(Figure 12.8a, b), but quantitatively the loss is largest in the cell periphery
where in general high sound velocities are measured because of the existence
of thick actin bundles (Figure 12.9) and less in the cell center, which has a
very low sound velocity under control conditions. The structural basis of
this loss of elasticity is revealed by fluorescence microscopy of F-actin stained
with TRITC-phalloidin (Figure 12.9). Immediately after addition of the drug,
actin fibrils start rupturing and tension from the whole fibrillar system that
was previously built up by actin and myosin interaction.

12.6.1.1.2 Experiment 2

Cytoplasmic calcium ion concentration can be increased by exposing the
cells to a Ca2+ ionphore, ionomycin (Lüers et al., 1992a). This treatment first
activates myosin light chain kinase and then activates actin-myosin–based
contractions, followed by the disassembly of most of the actin fibrils and of
microtubules. Such a treatment immediately increases sound velocity (due
to contractions), which then is followed by a marked decrease in parallel to
the disassembly of the filaments.

FIGURE 12.8
Human keratinocytes (HaCaT) in culture as seen with the SAM (1.0 GHz). Left panel: control
condition. Right panel: 15 min after addition of 0.5 mg/ml cytochalasin D. Loss of contrast is
obvious; some of the interference fringes move toward the cell periphery indicating a small
volume increase.

FIGURE 12.9
Single endothelial cells being shortly exposed
to cytochalasin D (2 min, 2 mg/ml). The bun-
dles of actin fibrils have been stained with
TRITC-phalloidin and therefore became visi-
ble. Because of the action of the cytochalasin
D, many actin fibrils are ruptured and large
gaps appear in between them. This is accom-
panied by a loss of stiffness of the cytoplasm
indicated by the loss of contrast shown in
Figure 12.8.

1462_C12.fm  Page 744  Monday, December 1, 2003  3:12 PM

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



Ultrasonic Characterization of Biological Cells 745

12.6.1.1.3 Experiment 3

The third type of experiment has primarily been undertaken to distinguish
the contribution of microtubules from that of the actin fibrils on sound
velocity. Such a separation is not possible because of the close structural
interactions of both these types of fibrils and because of cross-control in
signal transduction pathways. Disassembly of microtubules by colchicin or
by nocodazole also results in the activation of myosin light chain kinase,
stimulating actin-myosin–based contractions (Kolodney and Elson, 1995).
Consequently, sound velocity increases up to maximum values until the
cytoplasm ruptures (Karl and Bereiter-Hahn, 1998). 

In all three cases the protein content of the cells remains constant, with
the limitation that in the very beginning of the cytochalasin D treatment the
cells slightly swell. It cannot be the protein content that is responsible for
the high sound velocity; it is the tension in the fibrillar system. 

12.6.1.2 Membrane-Bound Organelles 

As mentioned above, cpc may vary along the acoustical path inside a cell as
a consequence of a variety of interfaces of the cytoplasm with membranous
organelles, the endoplasmic reticulum, mitochondria, and the nucleus. In
addition, distribution of tension forces in the cytoskeleton varies on a sub-
cellular level. Major vesicles either filled with fluid or lipids are easily dis-
cernable in SAM images (Figure 12.11). No hints for the demonstration of
cisternae of the endoplasmic reticulum have been found until now, and
mitochondria can be seen only occasionally. At 1 GHz this may be attributed
to the low resolution, but at higher frequencies (e.g., 1.3 to 1.5 GHz) resolu-
tion is sufficient to resolve these organelles. Their invisibility primarily seems
to result from their intimate integration into the cytoplasmic matrix; no
sound reflecting interfaces will be formed. 

This interpretation is supported by observing cell death while viewing
with a SAM. (Hoppe and Bereiter-Hahn, 1985). Mitochondria were invisible
as long as the cells were alive and immediately became visible when the
cytoplasm changed its consistency on cell death. Nucleus and cytoplasmic
matrix do not match mechanically. Although no special measurements of the
mechanical properties of nuclei have been performed, an impedance higher
than the rest of the cytoplasm can be deduced from the cytochalasin D
experiments: Reducing cytoplasmic elasticity by severing actin fibrils with
this drug renders the nuclei more clearly visible than they were before. In
cells with a high nuclear volume fraction, the high mechanical stiffness of the
nuclei may significantly influence the sonographic appearance of the tissue. 

12.6.1.3 Attenuation and Cytoplasmic Structure 

Attenuation (S) of sound in a fluid occurs by scattering, diffraction, and
absorption. The first two parameters are based on inhomogenities of the
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fluid. The latter is more complex and is based on viscosity (Svis) and thermal
conductivity (thermal relaxation) (Sth)

(12.13)

where h is the viscosity, r the density, and cpthe sound velocity (Cracknell, 1980).
In fluids, Sth can be neglected (Cracknell, 1980); only Svis will be discussed.

Svis inversely goes with the third power of the ultrasound velocity. This
parameter can be assumed to determine attenuation, and the distribution of
relative attenuation should follow that of sound velocity. No conclusive
evidence of a change in attenuation with frequency was found, but all work-
ers agreed that ultrasound absorption was often much greater than that to
be expected from viscosity according to Stokes’ formula (Equation 12.13). In
some liquids the observed attenuation was 100 times that calculated. Many
attempts have been made to explain this anomaly for liquids. Long ago, the
experimental results of Pinkerton (1949) suggest that the absorption in asso-
ciated liquids is due to a different mechanism from that in nonassociated
liquids. In the latter, the absorption is probably due to a slow exchange of
energy between different degrees of freedom. 

The same problem applies to cytoplasm. Indeed, in most cellular regions
the relative course of attenuation is just inverse that of sound velocity (high
sound velocity corresponds with low attenuation and vice versa; see
Figure 12.4), but this is not always the case. A more detailed understanding
of this parameter is required. Model experiments have been undertaken
with a variety of cytogels combining structural data as revealed by electron
microscopy with those gained from an oscillating rod rheometer (ORR)
(Wagner et al., 1999). This instrument synchronously shows sound velocity,
viscosity, and sound attenuation of a liquid sample (see the appendix). In
separated cytoskeletal protein solutions (cytogels), the influence of poly-
merization, cross-linking of fibrils, and associations of the monomers or
the filaments with other proteins can easily be assessed, and the ORR shows
the altering mechanical properties. These investigations provided impor-
tant insights for the interpretation of SAM images of living and chemically
fixed cells. In the case of sound attenuation of actin gels, it revealed that
attenuation does not follow the course of viscosity during polymerization
(Figure 12.10) and in cytochalasin D-exposed F-actin (Wagner et al., 2001).
The main source for increasing attenuation is the formation of higher order
structures (e.g., bundling of filaments). The increase in attenuation during
actin polymerization occurs at the end of polymerization when plenty of
filaments have been formed and start to assemble laterally. The reason for
attenuation increase can be seen in increased scattering at these higher
order structures. 
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Ultrasonic Characterization of Biological Cells 747

12.6.2 Acquisition Time: A Parameter Relevant for the Investigation
of Living Cells (SubSAM)

At least five images have to be taken to allow the evaluation of a V(z) or
V(f) series. By definition, the sample must remain constant during the time
required for image acquisition which was about 40 sec for the V(z) series
(Kundu et al., 1992) and has now been reduced to 25 sec for a V(f) series
(Kundu et al., 2000). Cells are dynamic as long as they are alive. As a
consequence, fast-moving cells cannot be analyzed using V(z)- or V(f)-based
evaluation methods. Cells that remain stationary on the scale for a few
minutes might undergo shape changes or show surface movements. There-
fore we analyzed the overall cytoplasmic motility of nonlocomoting cells
(i.e., keeping a constant position for at least several minutes) in culture. This
is performed by subtracting two subsequent images taken at a certain time
interval (SubSAM) (Figure 12.11). The differences were very small in most
of the cultures, but led to the detection of clearly outlined domains of cyto-
plasmic motility (Figure 12.11) (Vesely et al., 1994).

These activities depended on cell density in those cultures that show contact
mediated control of locomotion and proliferation (Zoller et al., 1997). The
motile activity measured by SubSAM correlates well with the invasive poten-
tial of rat sarcoma cells and seems to be mediated by rac-activation (Zoller et
al., 1997; Karl and Vesely, personal communication). Because the motility
domains become visible through the subtraction of interference images (sound
waves reflected from the medium facing surface interfere with those reflected
from the substratum), surface topography changes down to about 15 nm are

FIGURE 12.10
Time course of attenuation and sound velocity upon polymerization of 10 mM non-muscle actin,
as measured synchronously with the ORR. The prominent increase of sound velocity during
the lag phase of viscosity reflects assembly of G-actin to aggregates (primer formation) with
solid-like properties. Simultaneously attenuation decreases notably. During most of the elon-
gation phase attenuation remains constant, but rises strongly prior to the viscosity maximum.
The time course of attenuation was highly reproducible and reflects a typical measurement.
Arrows indicate the addition of polymerization buffer (2 mM MgCl2, 50 mM KCl). Each point
of the lines represents one measurement. Repetition rate of the measurements: 1 Hz. (From
Wagner et al., Biochem. J., 355, 771, 2001. With permission.)

 

 

 

 

 

 

 

 

 

 

 

 

 

A
tte

nu
at

io
n 

(d
B

/m
m

) 51.2

51.1

51.0

50.9

50.8

50.7

51.3
1510

1508

1506

1504

1502

1500

2.0

1.8

1.6

1.4

1.2

1.0

Viscosity (mPa s)
Sound velocity (m/s)

0 100 200 300 400 500 600 700 800 900 1000

Time/s

Sound velocity

Salts

Viscosity

Attenuation

1462_C12.fm  Page 747  Monday, December 1, 2003  3:12 PM

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



748 Ultrasonic Nondestructive Evaluation

revealed. The brightness at a given point in a cell image results from interfer-
ence of sound reflected from the substratum and from the cell surface. If small
thickness changes take place, this is revealed by these interference phenomena.
Using electronic image processing and analysis interferometry goes down to
1/200 of the wavelength, which then can be calculated from the difference
images. The acoustic wavelength reflected at the cell/substratum interface
passes the cytoplasm twice; about 1/400 of the wavelength of the p-wave can
be detected, corresponding to a theoretical value of 3 to 4 nm (wavelength at
1 GHz: < 1500 nm). Because of background noise this full sensitivity cannot
be reached taking nonaveraged, single images only. The final sensitivity is
estimated to about 15 nm. 

12.6.2.1 Quantitation of Motility by SubSAM

This topographical type of motility has been quantitated to be used for a
more sophisticated cell motility analysis, introducing a motility factor M
(Zoller et al., 1997). Images were taken at a time interval of 5 sec, 8 images
for 1 series (Figure 12.11). Subsequent images were then subtracted from
each other pixel by pixel, and the results were taken as absolute values.
For better contrast, logarithmic scaling was applied twice and gray levels
were inverted (Figure 12.9d). The area covered by the cell was outlined
(Figure 12.9c), the area determined and the M value for the gray level
changes (Figure 12.11) was calculated (see below). A virtual M-value result-
ing from background noise was calculated separately for each image and
subtracted from the value of the corresponding cell. In images of confluent

FIGURE 12.11
Principle of SubSAM. Two pictures from a single cell have been taken at 10-sec interval (a,b).
The absolute difference (skalar of gray-level difference) between each corresponding pixel is
shown in (d), but the log value of the differences is given to enhance visibility. For calculation
of the M value, the differences are determined in two regions of interest: the cell area and a
reference area in the background (c). 
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Ultrasonic Characterization of Biological Cells 749

cultures, calculation of the background was not possible. In these cases, a
mean background M value was calculated from other images of that series
and subtracted. A principal difficulty lies in the fact that the difference
values not only depend on the motility of a cell, but also on the contrast
of an image. At low contrast the gray-level difference can never reach those
of high contrast images. Motility is therefore represented by the median of
the gray-level distribution curve of the SubSAM images and its variation.
Following the principles of variance calculations in Gaussian distributions,
variance (d2) is calculated, which gives a measure for the frequency of gray
level changes, as well as the dynamic range of the gray-level distribution. 

(12.14)

where xi is the gray level in each pixel and x is the median of the gray level
distribution curve, f is the frequency of the category (gray level), and A is
the area of measurements in pixels. The d2 value referring to the background
(d2

ref) was calculated in the same way. For motility measurements and back-
ground measurements the variation values and medians were added; both
terms were then subtracted from each other according to the following:

(12.15)

12.7 Correlative Microscopy: Combining SAM
with Optical Microscopy

A single parameter in most cases is not sufficient to characterize a cell’s state
and behavior. This is particularly true in cytomechanics. The mechanical prop-
erties result from the interaction of a large number of molecules tied together
by very sophisticated and interacting control circuits involving receptors, ion
channels, and other membrane-bound proteins, transducing information from
the environment to the cytoskeleton and to the genome. The combination of
SAM with light microscopic methods is indispensable (see also Chapter 14).
On this basis the structures have been identified that determine the acoustic
properties of cells (Lüers et al. 1992b). Investigation of the same cell with SAM
and with reflection interference microscopy proved the coincidence of thick-
ness measurements performed by these two independent methods (Bereiter-
Hahn, 1997). If combined with micro-interferometry (e.g., with a Mach-
Zehnder type interference microscope), precise tissue characterization will
result (Bereiter-Hahn and Buhles, 1987). 

Most of these comparative investigations have been conducted by retriev-
ing cells with one microscope system after investigation with the other one.
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750 Ultrasonic Nondestructive Evaluation

The integration of SAM with the broad range of light microscopic methods
is not easy with the commercially available instruments. Kanngiesser and
Anliker (1991) produced a lab version of such an integrated system on the
basis of a Zeiss inverted microscope. 

More recently, in research from both the author’s laboratory and Lemor
et al. (in preparation) a SAM has been coassembled with an inverted fluo-
rescence microscope (Figure 12.12) to allow for comparative fluorescence
and SAM studies (Figure 12.13). This technique allows, for instance, for a
comparison of release of calcium ions into the cytosol and the concomitant
contractile events. The difficulties using a commercially available SAM lie
in the small distance between the stage and the lens of the acoustic micro-
scope, which is too small to insert a research-type inverted microscope.
Therefore we use a DMB Leica laboratory microscope instead. 

FIGURE 12.12
Combination of an acoustic microscope (EL-
SAM) with a fluorescence microscope (Leica
DMB) equipped with a CCD camera. The acous-
tic lens can be seen in the center of the image. 

FIGURE 12.13
Examples for correlative microscopy including SAM. Image pair on the left: distribution of actin
fibrils made visible with TRITC-phalloidin; pair on the right: cytosolic calcium visualized by
fluorescence of cells stained with calcium green 1; upper row: SAM images; lower row: corre-
sponding fluorescence images.
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Ultrasonic Characterization of Biological Cells 751

12.8 Conclusions

SAM has reached a state of development that allows routine investigations
of biological samples (isolated cells, tissue sections, and tissue blocks). Spec-
imens with large surface topographic variations may be reconstructed from
focus series and phase sensitive imaging. The evaluation of V(z) and V(f),
when combined with phase-sensitive imaging, provides a convenient key to
subcellular distribution of elasticity, structure, and motility.
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Appendix 

The Oscillating Rod Rheometer 

The ORR has first been described by Kojro et al. (1996) and then was applied
first to cytogels by Wagner and Bereiter-Hahn (1996) and Wagner et al. (1999).
It allows for synchronous determination of sound velocity, dynamic viscos-
ity, and sound attenuation. This was a prerequisite to collect data on cytogels
that then formed the basis for the interpretation of the mechanical properties
of living cells as revealed by acoustic microscopy. Because cytogels show
non-Newtonian behavior, the measurements had to impose an impact as
small as possible to the gels, or they would be destroyed or behave differ-
ently. Extreme care was taken to use minimal strain for the measurements. 

Description of the ORR

A glass fiber rod (diameter ª 50 mm, length ª 2 mm) is immersed in the fluid
probe and is stimulated to transversal oscillations (about 1 to 4 kHz, depending
on the viscosity of the fluid and the length of the fiber) via a piezomechanical
bimorph actuator (Figure 12.14). The resonance frequency of the rod oscil-
lation is, among others (e.g., the density of the specimen), a function of the
viscosity of the surrounding fluid. The extremely small displacements (≥ 1>
100 nm) of the rod are monitored by an acoustic microscope with phase-
sensitive detection (Grill et al., 1996; Hillmann et al., 1994). High-frequency
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752 Ultrasonic Nondestructive Evaluation

pulses (1 GHz) are converted by a transducer into longitudinal acoustic
waves, coupling into a sapphire, and focused onto the free tip of the glass
fiber. A circulating switch directs the high-frequency pulses either to the
acoustic lens or the detected signal to amplification and filtering components.
A Boxcar-Integrator averages the received ultrasound pulses and filters
undesirable interfering signals (e.g., lens echoes).

The oscillation frequency of the rod is held at its resonance frequency via
a feedback control: the phase of the rod oscillation is permanently compared
with the phase of the piezo excitation frequency and is kept to a phase shift
of p/2 by frequency adjustments. This function is accomplished by using a
lock-in amplifier (model SR810, Stanford Research System Inc., Stanford, CA)
that also feeds the mean of the resonance frequency during 1 sec into a PC. 

Changes of the propagation speed of the longitudinal acoustic waves in
the sample shift the phase difference between the reflected ultrasound wave
and the generating 1 GHz electric oscillation (e.g., the detected ultrasound
signal is delayed when the sound velocity decreases). This phase shift is
compensated by regulating the distance between the acoustic lens and the
free tip of the glass fiber via a second piezoelectric actuator (Figure 12.14).
The voltage controlling this piezo actuator is a measure for the change of
sound velocity, which is related to the volume elasticity of the probe (Equa-
tion 12.11 and Equation 12.12).

FIGURE 12.14
Principle of the ORR. For description see Section 12.6.1.3 and the appendix. (From Wagner et
al., Biophys. J., 76, 2784, 1999. With permission.)
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Ultrasonic Characterization of Biological Cells 753

Calculation of the Viscosity*

The actual oscillation of the rod stimulated externally at the fixed end with
an amplitude (A) and the frequency (wA) is determined by the sum of the
inertia force, the friction force, and the resistance force.

The effective mass (M) of the rod and the friction constant (R) are given by

(12.16)

(12.17)

where 

(12.18)

where is the penetration depth of the shear wave (Lamb, 1932; Landau and
Lifshitz, 1987) in a liquid (Figure 12.14); h is the dynamic viscosity of the
liquid; r is the density of the liquid; mg is the mass of the rod (without
adhering liquid); and a, b, b¢, and c are geometric constants. 

It is obvious that the “oscillating mass” of the rod increases with the
dimension of the induced viscous shear wave. This can be described as a
mass drag effect (Figure 12.15).

The solution of the differential equation (Equation 12.1) is

(12.19)

where a(w) is the amplitude of the rod oscillations and j(w) is the phase shift
between the excitation frequency and the frequency of the rod oscillation.

With Equation 12.1 and Equation 12.5 we obtain the phase law described
by Kojro et al. (1996):

FIGURE 12.15
Diagram illustrating the mass drag effect and
the shear wave generation by the oscillating
rod in the ORR. (From Wagner et al., Biophys.
J., 76, 2784, 1999. With permission.)

* Adapted from Kojro et al., 1996.
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(12.20)

where w0 is the resonance frequency of the rod in vacuum (approximate in
air) and a, b, b¢, d, and g are constants of the apparatus.

Finally the dynamic viscosity h (in milliPascal seconds, where 1 milliPascal
second is 0.01 poise = 1 cP) is given by the following:

(12.21)

The constants b, b¢, and are derived from the determinations of the reso-
nance frequencies in water-glycerol mixtures (0%, 5%, 10%,…0%) of known
viscosities determined with a commercial micro falling ball viscosimeter
(HAAKE Mess-Technik GmbH u. Co., Karlsruhe, Germany). 

Comparison of the ORR with Other Types of Rheometers

The main advantage of the ORR is the possibility for synchronous measure-
ments of dynamic viscosity and sound velocity (equivalent to elasticity), as
well as the extremely small strain and the ratio of the dimension of the sensor
to the penetration depth of the viscosity shear wave. Because the amplitude
of the moving glass rod is in the nanometer range and freely variable,
interactions and properties of macromolecules can be determined nonde-
structively (Figure 12.16).

Measurements of viscoelastic properties of actin gels using minimum
strain were also achieved by Zaner et al. (1981) and Sato et al. (1985) with
cone-plate rheometers. However, the sample volume was some milliliters
and — as for most rheometers — during the measurement, the device has
to be closed. Because the ORR requires a few microliters only and it is an
open system, the online addition of substances gives access to a broad range
of experimental control.

The polymerization rate was considerably higher when measured using
the ORR as compared with a falling ball viscosimeter. Since the ORR is not
air sealed, evaporation may influence measurements. Because of the overall
construction, evaporation from the specimen drop is very small. This is
demonstrated by a change of less than 0.01 milliPascal seconds for the
viscosity of actin buffer measured for 40 min.
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13.1

 

In Vivo

 

 Characterization of Bone with Low Frequencies

 

Low-frequency ultrasound has been extensively used for the characterization
of the macroscopic elastic properties of bone for many years.

 

1

 

 With frequen-
cies in the range from 500 kHz to 2 MHz, the wavelengths and acoustic beam
dimensions are much larger than the dimensions of the trabecular structure.
The wave propagation through this porous structure is influenced by scat-
tering, interference, and diffraction. Quantitative imaging of the calcaneus
was introduced more than 10 years ago and is now widely accepted as a
clinical tool of assessment of skeletal status in osteoporosis.

 

2,3

 

 In these sys-
tems, two low-frequency, slightly focused transducers are coaxially and con-
focally aligned (Figure 13.1).

For the measurement in transmission mode, one transducer emits a
broadband pulse and the other one acts as a receiver. Both transducers are
moved simultaneously in order to scan the ultrasound beam through the heel.
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For each scan position the received signal is digitized. The speed of sound
(SOS) is calculated using a substitution method:

 

4,5

 

(13.1)

 

where 

 

d

 

 is the thickness of the heel and 

 

D

 

TOF

 

 is the difference of the pulse
travel times with and without the sample in the propagation path. The
frequency dependent attenuation [

 

a

 

(

 

x

 

1

 

,x

 

2

 

,f

 

)] is found from the ratio of the
magnitude spectrum [

 

A

 

(

 

x

 

1

 

,x

 

2

 

,f

 

)] of the signal transmitted through the heel
and a reference spectrum [

 

A

 

r

 

(

 

x

 

1

 

,x

 

2

 

,f

 

)] of a signal transmitted through water:

 

(13.2)

 

In cancellous bone, the attenuation displays nearly a linear frequency
dependence (Figure 13.2c). The slope of the attenuation or broadband ultra-

 

FIGURE 13.1

 

Principle of U.S. parametric imaging of the os calcis. Usually slightly focused transducers with
center frequencies between 500 kHz and 2 MHz are applied.

 

(a) (b) (c)

 

FIGURE 13.2

 

Comparison between the BUA (a) and radiograph (b) images of the calcaneus. The BUA values
are derived from the linear slope of the frequency dependent attenuation (c). (From Laugier,
P. et al., 

 

Calcif. Tissue Int.

 

, 54, 83, 1994. Copyright 1996 by Springer-Verlag. With permission.)
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sonic attenuation (BUA) is found by a linear regression of 

 

a

 

P

 

(

 

x

 

1

 

,x

 

2

 

,f

 

) within
the usable bandwidth of the transducers.

Quantitative parametric imaging allows a precise and reproducible deter-
mination of SOS and BUA in standardized measurement sites. Numerous
clinical studies have shown that these parameters correlate significantly with
bone mass density and that they are dependent upon the anisotropic elas-
ticity and structure of cancellous bone. They have the ability to discriminate
between normal and osteoporotic bone and to predict the fracture risk.

 

6–14

 

Comprehensive summaries can be found elsewhere.

 

15–20

 

Although a general consensus of the important clinical role of low-frequency
ultrasound for the assessment of osteoporosis exists, there is still a lack of clear
understanding of the fundamental principles of ultrasound wave propagation
through cancellous bone. A physical model that could explain the individual
influences of structural and constitutional properties of the bone compound
on the sound propagation properties does not yet exist. In order to assess these
parameters separately, higher frequencies are necessary.

 

13.2 Acoustic Microscopy of Hard Tissues

 

While contrast in acoustic microscopy of soft tissues is dominated by inter-
ference and attenuation, the situation for stiff tissues is quite different. The
sound velocities can be several times higher than those of common coupling
fluids. Complex transmission and reflectance characteristics at the interfaces
result in mode conversions that remarkably complicate the data interpreta-
tion. The heterogeneous microstructure causes problems both for the prep-
aration and for the investigation of those tissues.

In high-frequency microscopes, the pulse echoes are usually not available
for analysis. Mostly the echoes are time gated, demodulated, and envelope
detected. The amplitude varies very sensitively with the distance between
the focal plane and the surface of the specimen (

 

x

 

3

 

 or 

 

z

 

 direction). For an
isotropic homogeneous half space, the detected amplitude can be expressed
by the pupil function [

 

P

 

(

 

q

 

Pf

 

)] of the lens, the, complex reflectance function
[

 

R

 

(

 

q

 

Pf

 

)] between the two materials, and the distance of the boundary relative
to the focal plane of the lens:

 

(13.3)

 

The two prominent features in the so-called V(z) curve are the confocal
amplitude and oscillations at negative defocus respectively (Figure 13.3).
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If the focal plane of the transducer coincides with the surface of the sample,
all parts of the incident waves are in phase. Lateral stress components are
extinguished and plane wave propagation can be assumed. As described in
Chapter 11, the resulting echo amplitude [V(

 

x

 

3

 

 

 

=

 

 0)] is proportional to the
reflection coefficient 

 

R

 

, and the acoustic impedance of the sample can be
determined from the confocal echo amplitude via Equation 1.142. Figure 13.4
shows the reflection coefficient as a function of the acoustic impedance for
the usual measurement condition with water serving as a coupling fluid.

The sensitivity of the estimation of the acoustic impedance from the ampli-
tude of the reflected wave is not linear. A good discrimination of varying
acoustic properties is only obtained for materials with intermediate or very
low acoustic impedances. As the impedance increases, the reflection coeffi-
cient converges toward one and the confocal contrast is diminished. In very

 

FIGURE 13.3

 

A typical V(z) curve of a quartz glass, obtained at 50 MHz.

 

FIGURE 13.4

 

Reflection coefficient 

 

R

 

 as a function of the acoustic impedance 

 

Z

 

. Water at 25

 

∞

 

C (Z 

 

=

 

 1.49 Mrayl)
was assumed as a coupling fluid.
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stiff tissues the most dominant contrast arises from surface wave interfer-
ences when the lens is defocused.

 

13.2.1 Wave Interference Contrast

 

Rayleigh (R) waves are excited, if the semiaperture angle of the lens exceeds
the Rayleigh angle 

 

q

 

R

 

:

 

(13.4)

 

where 

 

c

 

R

 

 is the R-wave velocity. Moreover, P-waves can propagate parallel
to the fluid-solid interface when the angle of refraction is 90

 

∞

 

. For this case
the semiaperture angle has to be larger than the longitudinal critical angle 

 

q

 

L

 

:

 

(13.5)

 

These waves, also known as surface skimming compressional waves
(SSCW), give rise to similar oscillations in the V(z) curve as obtained with
R-wave interference. The periodicity of the oscillations for both cases is:

 

(13.6)

 

where 

 

i

 

 indicates either the Rayleigh angle or the longitudinal critical angle.
In principle, both waves can occur at the same time; therrefore, a spatial
spectrum approach is required to determine the individual wave velocities.

The determination of the sound velocities from oscillations in the V(z)
curve is relatively straightforward if these oscillations can be observed
reliably. Tooth enamel contains around 96% mineral and is the stiffest
material found in the body. It is relatively homogeneous and the orientation
of the mineral crystals is highly oriented. The speed of sound is in the
order of 6000 m/sec for normal enamel. R-waves have a velocity of around
3000 m/sec and are easily excited. The V(z) technique can be successfully
exploited with either a point or a line focus system. Dentin and bone are
less stiff and the Rayleigh velocities are relatively small. With a 120

 

∞

 

 aperture
lens velocities as small as 1720 m/sec could be theoretically detected. The
drawback of such a large aperture is that the sampled volume is increased
as well. The radius of the illuminated surface area is

 

(13.7)
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 is the maximum defocus position used for the analysis. Even
with a 2-GHz lens, where the maximum defocus is approximately 20 
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the corresponding sampled surface radius would be about 35 

 

m

 

m. Most of
biological tissues are neither isotropic nor homogeneous within such an
area. An important feature especially in bone is its heterogeneous micro-
structure with greatly varying properties. Consequently, the analysis
becomes far more complex and in many cases Rayleigh wave interference
cannot be seen at all. The situation is similar for SSCWs, although the
velocities are much higher and can be observed with lower aperture lenses.
Figure 13.5 summarizes for which velocities wave interference contrast can
be expected.

 

13.2.2 Confocal Amplitude Contrast

 

One of the most promising features of acoustic microscopes is the striking
spatial resolution that can be obtained at very high frequencies. Major advan-
tages of confocal measurements are that the beam width is minimal, the
sample volume interacting with the acoustic wave is minimized, and trans-
mission and reflection phenomena are considerably simplified. The reflection
from the surface of the sample is usually measured over a rectangular scan
area (C-Scan, Figure 13.6).

The resulting grayscale image can then be converted into a two-dimensional
impedance map. The resolution (

 

D

 

lateral

 

) is determined by the 3-dB beam
width in the focal plane:

 

(13.8)

 

FIGURE 13.5

 

Critical angle for the generation of a surface acoustic wave as a function of the wave velocity.
Water at 25

 

∞
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 1492 m/sec) was assumed as a coupling fluid.

D
ROC

alateral f= ◊ ◊1 028
2

. l

 

1462.book  Page 766  Monday, December 1, 2003  3:06 PM

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



 

Ultrasonic Characterization of Hard Tissues

 

767

where 

 

ROC

 

 is the radius of curvature and 

 

a

 

 is the aperture radius, respec-
tively. The semiangle of the lens-aperture 

 

q

 

0

 

 is:

 

21

 

 

 

(13.9)

 

The depth of focus (

 

F

 

z

 

), defined as the distance between points along the
beam axis where the intensity is 3 dB less compared to the focal point, is:

 

21

 

(13.10)

 

A crucial requirement for a quantitative analysis is that the waves are
reflected at normal incidence in the focal plane for each scanned point. Con-
sequently, a well-prepared flat surface is essential. Mechanical preparation
techniques will remove softer materials more easily than stiffer ones, leading
to a remaining surface roughness in heterogeneous materials with varying
mechanical properties. Other problems arise from imperfections in the flat-
ness of the scan plane of the microscope and in cases where the sample surface
is not perfectly parallel to the scan plane. At very high frequencies, the
dimensions of these variations become comparable to the depth of focus of
the acoustic lens (Figure 13.7). It is necessary to separate topographical influ-
ences in the image contrast from those caused by varying material properties.

 

13.2.3 Time-Resolved Techniques

 

Short pulse microscopy with time of flight (TOF) recording can be used to
measure the sound velocity both in transmission and in reflection mode.
Although systems operating with center frequencies up to 750 MHz have been

 

FIGURE 13.6

 

For a C-Scan a spherically focused transducer is scanned over the sample (a). If the waves are
reflected in the focal plane, an acoustic impedance map can be derived from the echo ampli-
tudes. Lateral resolution (

 

D

 

lateral

 

) and depth of focus (

 

F

 

z

 

) are determined by the transducer
diameter (

 

a

 

), the radius of curvature (

 

ROC

 

) of the focusing lens, and the acousic wavelength
(
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), respectively (b).
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available for more than a decade now,

 

22

 

 the high attenuation in hard tissues
usually limits the applicable frequency bandwidth. Usually broadband pulses
with center frequencies around 50 MHz are applied to measure the delay time
between front and back side echoes of thin samples (Figure 13.8).

The P-wave velocity is calculated as twice the sample thickness (

 

d

 

) divided
by the delay time (

 

D

 

TOF

 

) between front and back side echoes:

 

(13.11)

 

FIGURE 13.7

 

C-Scan of an osteon, measured at 900 MHz (a). V(z) scans at three different locations are plotted
in (b). The vertical line in (b) indicates the 

 

x

 

1

 

x

 

2

 

-plane of the C-scan image. While the image
appears to be focused, V(z) analysis reveals that none of the three marked points were measured
in the focal plane.

 

FIGURE 13.8

 

The time delay between waves reflected at the front (A) and back (B) side of a thin specimen
can be used to calculate the P-wave velocity. Mode conversions can result in additional echoes,
if focused beams are used. Because of the lower sound velocities, these waves have larger time
delays compared to P-waves.
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13.2.4 Tooth Enamel and Dentin

An acoustic image of a section through a human tooth is shown in
Figure 13.9. Differences of the reflectivity can be particularly seen between
enamel and dentin and also within various regions of the dentin.

Maev et al.23 determined P-wave velocities in thin sections of human
premolar dentin with TOF measurements. The highest velocities were
observed in bulk dentin. The velocities in dark mantel dentin were about
8% lower near the enamel and 15% lower near the pulp chamber. In cases
with destroyed dentin close to carious cavities the decrease was about 17%
(see Table 13.1). Maev et al.23 and Mezava et al.24 found a good correlation
between P-wave velocity and acoustic impedance.

The P-wave velocity in enamel is about 1.5 to 2 times higher than in dentin,
and R-waves are easily excited. V(z) analysis is the most suitable technique

TABLE 13.1

P-Wave Velocities in Different Layers of Dentin

Structure cP (m/sec)

Dentin in bulk 3870 ± 300
Dark mantle dentin near the enamel 3530 ± 300
Dark dentin near the pulp chamber 3200 ± 290
Destroyed dentin close to a carious lesion 3570 ± 200

Source: From Maev et al. Ultrasound Med. Biol, 28, 131, 2002. With permission.

FIGURE 13.9
Differences in the reflected sound intensity caused by variation of acoustic impedance in
different tooth areas. Image size: 12 ¥ 12 mm; frequency: 50 MHz. 1 = enamel; 2 = bulk dentin;
3 = thin layer of dark mantel dentin; 4 = dark dentin around pulp chamber; 5 = light layer of
dentin beneath mantle dentin; 6 = dense transparent dentin; 7 = dark destroyed dentin. (Re-
printed by permission of Elsevier Science from Maev, R.G., Ultrasound Med. Biol., 28, 131.
Copyright 2002 by World Federation of Ultrasound in Medicine and Biology.)
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for a quantitative characterization. Peck et al.25 first demonstrated the poten-
tial of using wave interference contrast in order to distinguish a caries lesion
from sound enamel. The contrast arises from different peak and dip locations
at negative defocus due to variations of the R-wave velocities (Figure 13.10).

Quantitative evaluation of the R-wave velocities revealed a decrease of
about 15% in the core of a lesion compared with sound enamel.26 It is
interesting to notice that destruction of dentin and enamel is accompanied
with a reduction of density, acoustic impedance, and sound velocity, respec-
tively. Since the specific acoustic impedance varies proportionally with the
square root of density and the P-wave velocity varies inversely with the
square root of density, the reduction of the elastic stiffness is assumed to be
predominant over the reduction of density.22,23,26

The anisotropy of tooth enamel can be measured using a line-focus beam
technique with a cylindrical lens.26,27 Figure 13.11 shows measurements made
on a buccal surface of a human molar tooth. V(z) measurements were made
over 180∞ at 10∞ intervals. The location of the sketches indicates angles at
which the R-wave propagation would have been roughly perpendicular and
parallel to the long axis of the tooth.

It can be seen in Figure 13.11 that the R-wave velocity is least perpendicular
to and greatest parallel to the long axis of the tooth. The difference is about
2%. Similar results were found by Kushibiki et al.27 in incisor teeth, where

FIGURE 13.10
Acoustic images and V(z) curves for a specimen of human tooth enamel prepared with the left
half slightly demineralized and the right half sound. V(z) curves: sound enamel (_____); slightly
demineralized (-----). Micrographs: (a) z = 0; (b) z = -10 mm; (c) z = -14 mm. 370 MHz. (Repub-
lished with the permission of the International and American Associations for Dental Research,
from Peck, S.D. and Briggs G.A., The caries lesion under the scanning microscope, Adv. Dent.
Res., 1(1), 1987. Permission conveyed through Copyright Clearance Center, Inc.)
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the wave velocities ranged from 3106 to 3153 m/sec. Measurements on
longitudinal sections of human molar tooth revealed a greater spread of
velocities, ranging from 3124 ± 10 m/sec parallel to the axis of the keyhole-
shaped apatite bundles, and 2943 ± 10 m/sec perpendicular to it. Although
the estimation of the attenuation is less accurate, an opposite trend as for
the velocity was hypothesized.26

Another section of human tooth enamel is shown in Figure 13.12. Except
for a slightly increased impedance in the lower part of the image little
contrast is seen due to the high acoustic impedances in the range between
14 and 19 Mrayl. The variation of the reflected voltage is only about 1.3%.

The V(z) curve in Figure 13.13a was obtained from point 1 in the C-scan of
Figure 13.12a. Oscillations at negative defocus are clearly visible. The voltages

FIGURE 13.11
Buccal surface of human molar tooth. Rayleigh velocity and attenuation measured using a line-
focus-beam lens at 225 MHz. The sketches indicate the approximate measurement angles at
which the Rayleigh wave propagation was in the direction of the arrows (From Peck, S.D., J.
Dent. Res., 68, 107, 1989. Reprinted with permission from the Journal of Dental Research.)

FIGURE 13.12
C-Scan image of tooth enamel, measured at 50 MHz (a). On the left-hand side there is a carious
lesion. The two large cracks probably occurred during the preparation with a micromilling
machine. Histogram of the image (b).
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were converted into decibel and normalized to the confocal amplitude. After
subtracting the normalized V(z) signal of a reference material, for which
oscillations do not occur, the individual surface wave contributions of P- and
R-waves can be analyzed in the Fourier transform (Figure 13.13b).

13.2.5 Bone

The investigation of bone is far more complex due to its heterogeneous
macro- and microstructure. Weiner and Wagner28 classified bone into seven
levels of hierarchical organization. Size, orientation, distribution, and prop-
erties of the assembling units at each level can vary dramatically even within
a single bone. At the macroscopic scale one can distinguish between cancel-
lous and compact bone (Figure 13.14).

Many studies were conducted with the time-resolved technique described
in Section 0 by Turner et al. and other colleagues.29–31 Significant differences
of the P-wave velocities were found between pre- and postmenopausal and
osteoporotic iliac crest specimen of 40 Caucasian women.32 Canine femoral
bone specimens were measured at 10∞ increments from the long axis of the
bone.33 A significant anisotropy of the P-wave velocity with an off-axis max-
imum at around 30∞ was observed. From a comparison of the anisotropic
velocity of demineralized and decollagenized samples it was concluded that
the principal orientation of bone mineral was along the long axis of the
femur, while bone collagen was aligned at a 30-degree angle to it. No sig-
nificant differences were observed between cancellous and cortical bone.34

Table 13.2 summarizes the observed velocities for different species, types of
tissue, and orientations.

FIGURE 13.13
V(z) curve measured at point 1 indicated in 13.12a. The dashed line is the V(z) signal of teflon.
The confocal amplitude corresponds to an acoustic impedance of 17.26 Mrayl. The bold section
was used for an (FFT) analysis. The two peaks in the spatial frequency spectrum in
(b) correspond to oscillations caused by R- and P-waves with sound velocities of 3119 and 6140
m/sec, respectively. Frequency: 50 MHz; semiaperture: 30∞.
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Elastic parameters (e.g., stiffness and Young’s modulus) were calculated
from the P-wave velocities using relations derived in Chapter 1. Macroscopic
densities and Poission ratios had to be used for the conversion. Both param-
eters are presumably not homogenous at the microscopic scale, resulting in
inherent uncertainties in the estimation.

Wave interference contrast works well for the characterization of tooth
enamel, but it is much less pronounced in bone. Fourier analysis of the
example in Figure 13.15 still reveals a peak that can be assigned to a reason-
able P-wave velocity of about 3980 m/sec, but the peak width is much
broader than those observed in enamel. Using Equation 13.7 we can estimate
the contributing surface radius for this measurement to be about 240 mm. In
Figure 13.14 it can be easily seen that bone is neither homogeneous nor
isotropic within such a large area.

FIGURE 13.14
Cancellous (a) and compact (b) bone. The measurement frequencies were 25 and 200 MHz,
respectively. While cancellous bone is characterized by a mesh of thin trabeculae and large
voids filled with bone marrow, compact bone consists of a dense matrix of osteons and second-
ary osteons. The osteons are composed of a central Haversian channel and surrounding layers
of mineralized collagen lamellae. The small dark spots are osteocytes. Varying gray levels of
osteons are related to their age and mineralization, respectively.

TABLE 13.2

P-Wave Velocities in Different Bone Samples

Structure cP (m/sec) Ref.

Human iliac crest, premenopausal 3318 ± 319.1 32
Human iliac crest, postmenopausal 3663 ± 62.5 32
Human iliac crest, osteoporotic 3436 ± 209.3 32
Rat femur, cortical bone, transverse direction 3782 ± 20 30
Rat femur, cortical bone, longitudinal direction 4246 ± 17 30
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A solution is to increase the frequency, and some promising results were
recently reported by Jørgensen and Kundu.35 They performed V(z) measure-
ments in a single canine trabecular strut at 1 GHz and observed both P- and
R-waves (Figure 13.16).

Up to four different P-wave velocities were recorded in individual mea-
surements that were attributed to elastic anisotropy. The estimated velocities
were in the range from 2330 to 4330 m/sec for the P-waves and 1930 to 2070
m/sec for the R-waves, respectively. The large contributing surface area with
a radius of about 25 mm in this case is still a limiting factor. The heterogeneous
structure within the measurement spots is clearly visible in Figure 13.16a.
Each spot consists of structures with different elastic properties. Surface wave
propagation along these structures (e.g., mineralized collagen lamellae) is
presumably preferred over propagation in other directions, and, hence, care-
fulness is required for the interpretation of these multipeak spectrograms.

FIGURE 13.15
Example of a V(z) curve measured in human cortical bone (a). The dashed line is the V(z) signal
of teflon. The confocal amplitude corresponds to an acoustic impedance of 8.8 Mrayl. The bold
section was used for an FFT analysis. The peak in the spatial frequency spectrum in (b)
corresponds to a P-wave velocity of 3982 m/sec. Frequency: 50 MHz; semiaperture: 30∞.

FIGURE 13.16
Acoustic image of a canine trabecular strut taken at 1 GHz (a). A V(z) curve recorded in the
region indicated by circle A is plotted in (b). The size of the circle corresponds to the contributing
surface area for the V(z) analysis. The peaks in the spatial spectrogram (b) were assigned to
two different P-waves (L1 and L2) and their corresponding R-waves (R1 and R2). (Reprinted by
permission of Elsevier Science from Jørgensen, C.S. and Kundu, T., J. Orthopaed. Res., 28, 131.
Copyright 2002 by Orthopaedic Research Society.)
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The alternate way to assess the heterogeneous microstructure of bone is to
map the confocal echo amplitude. At 100 MHz the nominal beam width in
the focal plane of a transducer with a 60∞ aperture is about 15 mm, which is
already more than three times better than the resolution with V(z) contrast at
1 GHz. Two-dimensional impedance mapping allows a more rapid evaluation
of the diversity of elastic properties. Figure 13.17 shows results obtained from
human femur sections. Cortical samples were prepared with different surface
orientations relative to the long axis of the femur (0∞ perpendicular, 90∞ parallel
to the long axis). Measurements made at 25 MHz exhibited significantly lower
mean impedance values compared to those obtained at higher frequencies.
This was partly attributed to an insufficient spatial resolution (142 mm) of this
transducer. Decreased impedance values were observed in the femur of the
76-year-old female donor. In order to explore the complex relations between
loading angle and impedance distribution, the normalized angular dependent
histograms were represented as color-coded contour plots.

Width and peak values of the impedance histograms (vertical direction in
Figure 13.17b) varied considerably for different observation angles. The nar-
rowest distributions can be seen at 15 and 45∞. In between the distributions
are broadened and the peak reaches a local maximum. At 0 and 90∞ the peaks
have a maximum and a minimum, respectively.

If the frequency is increased up to the gigahertz range, the resolution
becomes comparable to that of light microscopy. To achieve a reliable imped-
ance estimation it has to be assured that the surface reflection occurs at normal
incidence in the focal plane of the lens. This can be done by a combination of
C- and V(z) scans. Raum et al.37 introduced the multilayer analysis (MLA)
where a set of C-scan images is acquired (Figure 13.18). Starting from an x3-
position where the focus of the lens is well above the sample surface (positive
defocus), images are captured with a successively decreasing lens-surface dis-
tance. The image acquisition is stopped when the focus is well below the surface
everywhere in the scanned image (negative defocus). The x3-distance between

FIGURE 13.17
Frequency dependence of the acoustic impedance (a) and anisotropy of impedance distributions
in human cortical bone (b). (FromRaum, K., et al., Frequency dependence of the anisotropic
impedance estimation in cortical bone using time-resolved scanning acoustic microscopy, Proc.
IEEE Ultrason. Symp., Munich, 2002, p. 1269. With permission.)
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two adjacent images should be a fraction of the depth of focus of the lens.
In this way it is guaranteed that each scanned surface point is measured at or
close to the focus once. After resampling the data set in x3-direction, both the
focus position and the confocal amplitude are obtained for each scanned point.

These values are used to compute the two-dimensional surface topography
and a topographically corrected amplitude map, respectively (Figure 13.19).

The maps were reconstructed from 17 individual C-scan images. They
show a typical example of a cross section of compact bone. Large variations
of the reflectivity can be particularly seen in the osteon. A three-dimensional
reconstruction of the surface reflectivity in Figure 13.20 reveals that higher
values in the maximum image are well correlated with a surface elevation.
The average distance between two elevated lamellae is approximately 8
microns and the elevation is in the range between 1 and 2 microns. Such an
increased surface roughness is not found in more homogenous regions (e.g.,
in the lower right secondary osteon or in the central polymethylmethacrylate
[PMMA] region of the Haversian channel).

Apparently the amplitude of the reflection is reduced if the beam axis is
not perpendicular to the surface. A part of the reflected waves is directed
away from the transducer. The magnitude of the reflectance function usually
decreases continuously until the critical angle for the total reflection of the
longitudinal wave is reached. This needs to be incorporated in the impedance
estimation. The local inclination angles can be assessed from the topography
map. It is then possible to plot the calculated impedance of segmented
regions of interest as a function of the inclination angle (Figure 13.21).

It can be seen in Figure 13.21) that oblique incidence leads to an underes-
timation of Z. The slopes of the curves, however, can be used to estimate

FIGURE 13.18
A high-frequency focused field, produced by an acoustic lens, is scanned in a plane parallel to
the sample surface (a). For an MLA a set of C-scan images with successively decreasing distances
between lens and surface is acquired (b). After interpolation in x3 direction, the amplitude and
position of the maximum in the V(x3)-signal is determined for each x1x2-scan position (c). (From
Raum et al. Multi layer analysis: Quantitative scanning acoustic microscopy for tissue charac-
terization at a microscopic scale, IEEE Trans. 50, 507, 2003. With permission).
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the impedance values for the normal incidence condition. The error without
considering the inclination angle depends on both the absolute impedance
value and on the heterogeneity of the material. For the osteon shown in
Figure 13.20, ignoring the local inclination angles led to an underestimation
of 22.7%.

The MLA method was used to investigate anisotropy, age, and gender
dependence of human cortical femur bone.38 Statistical analysis of histo-
grams of 900-MHz impedance maps revealed a significant anisotropy with
an off-axis maximum at 15∞ (Figure 13.22). While the general shape of the
curve is similar to that observed at lower frequencies (Figure 13.17b) and to
the anisotropy of the P-wave velocity found by Turner et al.,33 the absolute
impedance values were considerably lower than those measured at lower
frequencies. Inclination angles up to 10 degrees were accepted for the volt-
age-to-impedance conversion in this study, presumably leading to an under-
estimation of 10 to 15%. Structural effects and dispersion of the sound

FIGURE 13.19
Maximum and topography images of an osteon (a and b). Frequency: 900 MHz. The Haversian
channel (which is filled with the embedding material) in the center is surrounded by alternating
lamellae of mineralized collagen fibers. Adjacent to the circular osteon fractions of less struc-
tured secondary osteons are visible. The small dark spots are cavities that used to host bone
cells. The values along the plotted lines in the images are drawn below (c and d). (From Raum
et al.,  Multi layer analysis: Quantitative scanning acoustic microscopy for tissue characteriza-
tion at a microscopic scale, IEEE Trans. 50, 507, 2003. With permission).

1462.book  Page 777  Monday, December 1, 2003  3:06 PM

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



778 Ultrasonic Nondestructive Evaluation

velocity were proposed to be additional factors for the discrepancy between
low- and high-frequency impedance values.

After dividing the samples into four age groups, a slight, but insignificant
increase of the impedance with age was observed. The difference between
the youngest and oldest groups was about 5% (Figure 13.22b). This is con-
sistent with findings of Hasegawa et al.,32 where the P-wave velocity in
premenopausal women was about 10% lower compared with postmeno-
pausal women.

FIGURE 13.20
Three-dimensional reconstruction of the bone surface from Figure 13.19. A considerable surface
roughness is visible mainly in the region of the osteon. The elevated lamellae exhibit a higher
degree of reflectivity. (From Raum et al.,  Multi layer analysis: Quantitative scanning acoustic
microscopy for tissue characterization at a microscopic scale, IEEE Trans. 50, 507, 2003. With
permission.)

FIGURE 13.21
Segmented regions of interests (a) of the bone surface from Figure 13.19. The ROIs are: 2.1 —
lamellae with low reflectivity, 2.2 — lamellae with high reflectivity, 2.3 — innermost thick
lamella with very high reflectivity. Angular dependent impedance plots (mean and standard
error) of the segmented substructures of the osteon (b). (From Raum et al.,  Multi layer analysis:
Quantitative scanning acoustic microscopy for tissue characterization at a microscopic scale,
IEEE Trans. 50, 507, 2003. With permission.)
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13.3 Conclusions

Ultrasound offers many different possibilities for the evaluation of hard
tissues. The acoustic wavelength can be varied over more than four orders
of magnitude. Acoustic parameters (e.g., impedance, sound velocities, and
attenuation) depend on the elastic interaction of the wave with the tissue.
In relatively homogeneous tissues elastic parameters can easily be deduced,
either from the macro- or microstructure. Carefulness is required for inves-
tigating a heterogeneous material like bone. It can be considered as a tissue
compound with greatly varying mechanical properties at different levels of
organization (e.g., trabeculae — bone marrow; osteon — Haversian channel;
osteon lamellae with high and low mineralization, mineral — collagen),
which has had considerable effects on the interaction with acoustic waves.
Wavelength and beam dimensions have to be conscientiously adjusted to
the tissue level under inspection.
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14.1 History of Medical Ultrasound

 

Applications of ultrasound started as underwater detection systems. Sound
navigation and ranging (SONAR) systems were developed after the Titanic
sank in 1912 and, during World Wars I and II, for submarine navigation.
Pulsed echo ultrasound was developed as metal flaw detectors for integrity
of metal hulls of large ships and tanks. The history of ultrasound was related
to tragedies in those days.

After World War II, the applications of ultrasound dramatically changed
direction to avoid tragedies; it was now used in medical applications. Sub-
sequent development of the instruments made it possible to use higher
frequency of ultrasound with shorter pulse durations. These refinements
resulted in finer resolution to detect smaller targets. The development of
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high-input impedance amplifiers helped to improve the sensitivity and sta-
bility of signals.

Dussik, a neurologist at the University of Vienna, was generally regarded
as the first physician to employ ultrasound in medical diagnosis. In 1942, he
located brain tumors and the cerebral ventricles by measuring the transmis-
sion of an ultrasound beam through the skull.

 

1

 

The finer-resolution flaw-detection systems became the precursor of pulse-
echo medical ultrasonic devices. In the early 1950s, the unidirectional A-
mode started to be used to examine brain lesions. Edler and Hertz in Lund,
Sweden, began to employ metal flaw detectors for cardiac investigation in
1953.

 

2

 

 Researchers in Japan were also actively investigating, but their find-
ings have been sparsely documented in the English-language literature.
Japan’s first A-mode scanner was built in 1949 from a modified metal flaw-
detector.

 

3

 

 In 1952, Wagai at Juntendo University, Tokyo, together with Kikuchi
at Tohoku University, Sendai, Japan, reported on the detection of intracerebral
hematomas and tumors.

 

4

 

 In the era of A-mode devices, Wild

 

7

 

 at the Medico
Technical Research Institute reported that patterns of A-mode spikes were
different according to the malignancy of breast tumors, not just the thickness
of tissues.

 

5,6

 

 This concept later led to ultrasonic tissue characterization.
In 1952, Wild and Reid reported on a linear, manually scanned, handheld

B-mode (B standing for brightness) instrument to visualize a breast tumor.

 

7

 

They named the imaging device 

 

echography

 

 and it marked the beginning of
long history of echography.

Howry and Bliss had also started pioneering ultrasonic investigations.

 

8

 

They invented the immersion tank ultrasound system, the first two-dimen-
sional B-mode linear compound scanner in 1951. The patient was immersed
in water and the transducer was mechanically scanned around the patient.

Some important developments also took place in the 1970s. Among them
were the grayscale with the scan converter and the real-time B-mode scan.

The B-scan in the early days used threshold detection. In 1973, Kossoff
et al. published the new analog scan converter with grayscale capabilities.

 

9

 

They also demonstrated that the different magnitude of the echoes came
from the internal texture of soft tissues. This finding was the evidence that
ultrasound could be used for tissue characterization and was what Wild had
proposed 20 years before. The echo was not only reflected from the interfaces,
but also from the smaller structures of biological materials. In the late 1970s,
several reports on the digital scan converter were published from Australia
and Japan.

Real-time imaging is also an important technical innovation for medical
ultrasonic practice. Besides the improvement of the image quality, real-
time imaging is the most important feature of medical ultrasound com-
pared with other imaging modalities of today. The first real-time scanner
was manufactured by Siemens Medical Systems of Germany in 1965.
Siemens equipped three rotating transducers housed in front of a para-
bolic mirror in a water-coupling system to realize a real-time scan with
15 ft/sec.
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The concept of multielement linear electronic arrays was first described in
1964. In 1971, Uchida et al., at Aloka, published (in Japanese) that they had
produced a prototype array system with a frame rate of 17 ft/sec.

 

10

 

 Bom
et al., at Erasmus University in the Netherlands ,produced the world’s first
commercially available and notable linear array transducer for cardiac
investigation in 1972.

 

11,12

 

The early array systems were large because they equipped probes housing
an array of some 64 transducer elements arranged in a linear row that
operated with sequential electronic switching. The phased-array scanning
mechanism was first described by Somer at the University of Limberg in
1968.

 

13

 

 After the introduction of phased-array and convex-array transducers,
the ultrasonic diagnostic systems had become portable.

The M-mode (time–motion, M standing for motion) display was first
described by Edler and Hertz in 1954

 

2

 

 and marked the beginning of
echocardiography. They equipped a modified metal-flaw detector and dem-
onstrated the feasibility of recording cardiac valvular motion. Although the
early M-mode investigations provided important information on cardiac
motion, the methods were blind procedures. In the early 1970s, the two-
dimensional B-mode was developed, and the M-mode was used with it to
detect the location.

The Doppler principle was first described by Doppler in Austria in 1842.
He observed that the color of stars and the changes in their color (i.e., the
change of the frequency) were made from the difference of propagating
velocities between the observer and observed object. Ultrasonic Doppler
techniques were first implemented by Nimura and Satomura in Osaka,
Japan, in 1955. They used the technique for the study of cardiac valvular
motion and peripheral vessel pulsations. Their group also equipped the
Doppler technique to detect blood flow because blood was considered as a
suspension of point backscatters with varying density and compressibility.
Baker developed a pulsed Doppler system in 1970.

 

14

 

 The concept was based
on the repetitive propagation of short ultrasound bursts, and analysis of the
signal received at a preselected time delay with respect to emission. The
technique helped to determine the blood flow from Doppler velocity mea-
surements. Combining two-dimensional grayscale imaging and pulsed Dop-
pler signal acquisition, the duplex scanner was developed in 1974.

In 1981, Brandestini, at the University of Washington, obtained two-
dimensional color images using a 128-point multigated pulsed Doppler
system, where velocity waveforms and flow images were encoded in color
and superimposed on M-mode and two-dimensional grayscale images.

 

15

 

Around the same time, Namekawa et al., at Aloka, were developing a
phase-detector system. They used a phase detector based on an autocor-
relation technique in which the changing phase of the received signal gave
information about changing velocity along the ultrasonic beam.

 

16

 

 This
approach provided real-time frequency estimation and is still used in color
flow mapping today. Aloka produced its first commercially available color
flow mapping in 1984.

 

17
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In the 1990s, there were significant improvements in imaging. One improve-
ment was that the beamformer and signal processing stages were changed
from analog circuit to digital processing because of the development of very
powerful computers.

Another development was that the broadband, wide-aperture transducers
improved definition of tissue textures and dynamic range. The number of
channels in high-end systems is up to 256 to make wide-aperture transduc-
ers. Beam width is determined by the following equation:

 

(14.1)

 

where 

 

BD

 

 

 

=

 

 beam width,

 

F

 

 

 

=

 

 focus length, 

 

c

 

 

 

=

 

 sound speed,

 

f

 

  

 

=

 

 frequency, and 

 

D

 

 

 

=

 

 aperture. 

Both wider aperture and higher frequency of ultrasound enabled a sharper
ultrasonic beam, leading to improvements in lateral resolution.

The recent development in image quality improvements has been tissue
harmonic imaging. Generation of harmonic frequencies occurs when an
ultrasound wave propagates through tissue. This harmonic frequency ultra-
sound reduces near-field and side robe artifacts.

 

14.2 Basic Principles of Clinical Echography

 

The technique for displaying echo motion utilizes intensity modulation. This
type of modification converts the amplitude of the echo to intensity; the
signal is converted from a spike (A-mode) to a dot (B-mode). This presen-
tation is known as B-mode, the B standing for brightness. Figure 14.1 is an
example of A-mode and B-mode presentations of one scan line. Having
converted the signal to a dot, another dimension available for the recording
develops. Because the heart is a moving object, one can record the motion
by introducing time as the second dimension. The term for this type of echo
presentation is M-mode.

Ultrasonic scans can be obtained in various ways. Figure 14.2 demonstrates
some types of scans available in medical diagnostic settings. The linear scan
is the first real-type scan and is still used for the body surface (carotid artery,
thyroid, breast) organs. As the echo window for the heart is narrow because
it must be through the ribs, the sector scan is usually equipped for cardiac
examination. For abdominal organs, the convex scan is most popular because
it has both usability and good quality of images. 

BD
Fc

fD
=

1 02.
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FIGURE 14.1

 

Schematic illustration of A-mode presentation and grayscale B-mode presentation.

 

FIGURE 14.2

 

Types of scan frequently used in clinical settings.

A-mode

B-mode

Linear Sector Convex
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Another important technology is Doppler ultrasound. The Doppler exam-
ination is based on the Doppler effect. If a source of sound is stationary, then
the wavelength and frequency of the sound emanating from the source are
constant. If the source of the sound is moving toward one’s ear, then the
wavelength is decreasing and the frequency is increasing. If the source of
sound moves away from the ear, then the wavelength is increasing and the
frequency is decreasing. Figure 14.3 demonstrates the Doppler effect using
reflected sound from a target. The reflected frequency (

 

f

 

r

 

) is greater than the
transmitted frequency (

 

f

 

t

 

) when the target is moving toward the transducer.
The reflected frequency is smaller than the transmitted frequency when the
target moves away from the transducer. The Doppler shift can be calculated
from the following equations:

 

(14.2)

(14.3)

 

where 

 

f

 

d

 

=

 

 Doppler shift frequency 

 

f

 

r

 

=

 

 received frequency 

 

f

 

t

 

=

 

 transmitted frequency,

 

q =

 

 the angle between the direction of the moving target and the path of the 
ultrasonic beam 

 

c

 

=

 

 sound speed

The advantage of the pulsed Doppler system is that one has the ability to
obtain an M-mode or two-dimensional image as with any other pulsed
ultrasonic device. A pulsed Doppler system can obtain a Doppler signal from
a specific area of the cardiovascular system. The major disadvantage of the
pulsed Doppler system is that the velocity one can measure is limited. The
pulsed system inherently has a pulse repetition frequency (PRF). The PRF
determines how high a Doppler frequency the pulse system can detect. The
upper limit of frequency that can be detected with a given pulsed system is
known as the 

 

Nyquist

 

 limit or number. The inability of a pulsed Doppler
system to detect high-frequency Doppler shifts is known as 

 

aliasing

 

. Aliasing
occurs when the Doppler shift is larger than half of the PRF. Then the Nyquist
number is expressed as

 

(14.4)

 

Maximum velocity is also determined by the carrier frequency and range
of the region of interest. 

f f fd r t= -

f f
v

cd t= ◊
2

cos q

Nyquist number
PRF=

2
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(14.5)

 

where 

 

v

 

m

 

=

 

 

 

maximum velocity 

 

f

 

0

 

=

 

 carrier frequency 

 

R

 

=

 

 range

Doppler echocardiography provides other information that M-mode or B-
mode echocardiography does. It can measure blood flow if one knows the
mean velocity of flow (

 

v

 

) and the cross-sectional area (

 

A

 

) of the vessel or
orifice through which the blood is flowing:

 

(14.6)

 

where 

 

A

 

=

 

 area, 

 

v

 

=

 

 mean velocity, 

 

HR

 

=

 

 heart rate.

 

FIGURE 14.3

 

Schematic illustration of the Doppler effect.
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Figure 14.4 shows the schematic illustration of the blood flow volume
derived from the flow velocity and area of rube-like structure. 

Pressure drop or pressure gradient is assessed by the following:

 

 

 

(14.7)

(14.8)

 

where
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1

 

=

 

 pressure proximal to obstruction 

 

P

 

2

 

=

 

 

 

pressure distal to obstruction 

 

FIGURE 14.4

 

Pulsed Doppler method and calculation of blood flow volume.

 

FIGURE 14.5

 

Continuous Doppler method and calculation of pressure drop at the stenosis.

 

FIGURE 14.6

 

An example of image processing.
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v

 

1

 

=

 

 velocity proximal to obstruction 
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2

 

=

 

 velocity distal to obstruction 

 

r =
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 10

 

3

 

 kg/m

 

3

 

)

Figure 14.5 shows the schematic illustration of pressure drop. The velocity
of the main stream is increased downward the stenosis, and many small
eddies around the main stream are generated. 

Today, a B-mode image is generated by the following processes. First, a band
pass filter is used for the raw radio frequency (RF) signal. Then the signal is
compressed logarithmically, and a low pass filter is applied to exclude the
noise. The contrast, gain, and sensitivity time control (STC) effects and other
smoothing techniques (i.e., line correlation, frame correlation) are added to
improve the image. Figure 14.6 shows an example of image processing.

 

14.3 Examples of Clinical Images

 

Clinical images are shown in Figure 14.7 through Figure 14.12. Figure 14.7
shows an example of a B-mode image of a human liver. A high-intensity
echo is represented in white, while a low echo is represented in black in
standard B-mode images. In this figure, the gray dotted zone indicates the
liver; the black, sonolucent zone indicates the hepatic veins. Figure 14.8 is
an example of a human heart. The transducer is placed on the left margin
of the sternum, and ultrasound beams are transmitted through the rib. This
is a long axis view of the heart.

Figure 14.9 is an example of B-mode and M-mode images focused on the
mitral valve. Time series displacement of the echo on the cursor is repre-
sented in an M-mode image. The trace of the mitral valve in the M-mode
image is M-shaped. The M-mode image was the only method to display
heart or valvular motion on a static picture until the B-mode movie was
easily recorded on videotape.

Figure 14.10 is an example of color flow mapping. Usually, blood flow
toward the transducer is represented in red, and blood flow away from the
transducer is represented in blue. Turbulent flow is often represented as
mosaic pattern of color flow mapping because the turbulent flow contains
various vectors and scalars of flow. The left image was recorded in the
systolic phase and the blood flow toward the aorta from the left ventricle
is represented in blue. The regurgitation jet fromthe left ventricle to the left
atrium is represented in a mosaic pattern. The right image was recorded in
the diastolic phase, and aortic regurgitation is represented in red and a
mosaic pattern.

Figure 14.11 is an example of color flow mapping and pulsed Doppler signal
at the cursor. The cursor is located between the tips of the mitral valve. The
flow pattern shows an M-shape like M-mode of the mitral valvular movement.
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The pulsed Doppler spectrum is the velocity profile at the region of interest
(ROI).

Figure 14.12 is an example of color flow mapping and a continuous wave
Doppler (CWD) signal in a case of aortic valvular stenosis. CWD uses a
continuous wave to detect the maximum velocity along the ultrasonic beam.
CWD is mainly used to measure the higher velocity that pulsed Doppler can
measure. In stenotic valvular diseases and regurgitation flow, the maximum
velocity exceeds more than 300 cm/sec. By applying Bernouli’s law, pressure
gradient over the stenosis can be assessed by a simple equation, as shown
in  Chapter 14, Equation 14.8.

In this case, the maximum velocity of aortic root is 347 cm/sec and the
pressure gradient between the left ventricle and the aorta is calculated as
48.0 mmHg. The severity of valvular stenosis here is assessed as moderate.

Both B-mode and M-mode demonstrate wall and valvular motion of the
heart, while Doppler techniques show the blood flow velocity. With the
combination of these ultrasound techniques and other physiological data,
cardiac function can be assessed noninvasively, providing great information
to cardiologists.

 

FIGURE 14.7

 

B-mode echogram of normal liver (LHV: left hepatic vein; MHV: main hepatic vein; RHV: right
hepatic vein).
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14.4 Ultrasonic Tissue Characterization 
at Lower Frequencies

 

At the dawn of echo in the 1950s, Wild described that the reflection pattern
could be used for tissue characterization.  The echo is not only produced at
the boundary of different acoustic impedance, but it is also produced in the
tissue. Thus, the echo from inside the tissue is related to the chemical com-
ponents and mechanical structure of the biological tissue.

In 1964, Tanaka and colleagues, at Tohoku University,

 

48,49

 

 found that the
intensity of the echo from human myocardium changed during one cardiac
cycle.  The sensitivity changing method was used to semiquantitatively eval-
uate the echo intensity. They assumed that the highest echo came from the
epicardium of the left ventricular posterior wall, and the lowest intensity
echo came from the blood in the left ventricular cavity. The difference in
intensity between the tissue and the epicardium was measured by changing
the total gain. They also applied this technique to characterize abnormal
granular echoes in hypertrophic cardiomyopathy. The intensity was highest
in the diastolic phase and lowest in the systolic phase of the cardiac cycle.

 

FIGURE 14.8

 

B-mode echocardiogram of normal heart in left parasternal long axis view (LV: left ventricle;
RV: right ventricle; LA: left atrium; AO: aorta; MV: mitral valve; AV: aortic valve).
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In the 1980s, the technique to detect the phasic change of echo intensity
was refined by Mimbs et al. at the University of Washington.

 

18,19

 

 As shown
in the upper column in Figure 14.5, the RF signal contains both plus and
minus components. If the signal is simply averaged, the result becomes zero.
Then the envelope of the RF signal is drawn and the envelope is logarith-
mically compressed by an analog circuit in conventional ultrasound
machines. The group performed FFT analysis before the raw RF signal went
through these circuits. The intensity in the frequency domain was integrated,
and they determined the value as the integrated backscatter to analyze the
echo intensity of myocardium quantitatively. In other words, the method is
to increase the sensitivity of intensity by reducing the sensitivity of axial
resolution. This technique can measure the change of intensity very precisely;
it can assess the viability of myocardium from other views of conventional
wall motion analysis; they also found it useful in detecting stunned myo-
cardium after myocardial infarction.

Figure 14.13 is an example of integrated backscatter imaging. This short-axis
view of the left ventricle was recorded at the weaning from extracorporeal
circulation during cardiac surgery. The myocardial function has already recov-
ered, but the myocardium does not move because the left ventricle has not yet
been filled with blood. The region of interest is placed on a papillary muscle

 

FIGURE 14.9

 

B-mode and M-mode echocardiograms of the mitral valve.
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of the left ventricle and the cyclic variation of backscatter is shown in the graph.
The value increased in diastolic phase and decreased in systolic phase, showing
the viability has already recovered in spite of poor wall motion.

Baba et al., at the University of Tokyo, first reported on a three-dimen-
sional ultrasound system in 1984, and succeeded in obtaining three-dimen-
sional fetal images by processing the raw two-dimensional images in
1989.20 It took a long time to obtain data and generate three-dimensional
images because a surface-rendering algorithm was employed for the three-
dimensional reconstruction. Recently, very powerful computers and the
volume-rendering technique have enabled nearly real-time three-dimen-
sional reconstruction.

Figure 14.14 is an example of reconstructed three-dimensional ultrasound
image of aortic valve of a patient with dissecting aortic aneurysm. The tear
is clearly shown and the geometry of aortic valve can be assessed precisely.

In 1991, a group of researchers at Duke University produced a matrix array
scanner that could image cardiac structure in three-dimensional real-time.21,22

Similar attempts have been made in several companies, and commercially
available real-time three-dimensional ultrasound machines are available
today.

FIGURE 14.10
Two examples of color flow mapping (left: mitral regurgitation; right: aortic regurgitation).
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14.5 Intravascular Ultrasound

Intravascular ultrasound (IVUS) has been clinically applied since the early
1990s. It has become an important clinical tool in investigation, especially the
investigation of the coronary artery during interventional cardiology proce-
dures. IVUS uses radial scan, and there are two types of systems available
today. One is the rotating transducer with a frequency range of 30 to 40 MHz,
and the other is the phased-array transducer with a frequency range of 20
MHz. IVUS is mainly used to measure the luminal area and expansion of the
stent. IVUS has also provided important clinical aspects on coronary arterial
remodeling.

Recently, some techniques of ultrasonic tissue characterization have been
reported. Jeremias et al. measured the attenuation in the adventitia of normal
and allograft aorta.23 The attenuation was smaller in the area of allograft
when rejection occurred. Schartl et al. used IVUS for evaluation of effect of
lipid-lowering therapy on regression of atherosclerosis in the coronary
artery.24 Angiographically normal and ultrasonically atherosclerotic lesions
were observed before and after the treatment. Six months after the first
observation, the coronary artery was again examined by IVUS. The plaque

FIGURE 14.11
Color flow mapping and pulsed Doppler signal between the tips of the mitral valve.

1462.book  Page 796  Monday, December 1, 2003  3:06 PM

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



Clinical Applications of Ultrasonic Nondestructive Evaluation 797

volume was not changed significantly, but the intensity of the soft plaque
increased significantly. This result suggests that atherosclerotic plaque was
stabilized by lipid-lowering therapy. This is an example showing that ultra-
sonic tissue characterization is more sensitive than the conventional use of
ultrasound for measuring dimensions of the artery.

These two analyses were based on the static character of the tissue.
Because the coronary artery is always receiving blood flow and blood pres-
sure, the dynamic characteristics of the artery were also examined. A group
of researchers at Erasmus University led by van der Steen developed vas-
cular elastography technique using phased array IVUS.25 The RF signal from
the IVUS transducer was digitized and the correlation and change of two
consecutive frames were analyzed. The luminal pressure was also measured.
As the displacement was caused by luminal pressure, tissue elasticity can
be assessed by dividing the displacement by pressure change. We have
developed a similar technique using a rotating probe. Figure 14.15 is an
example of the normal IVUS image and tissue elasticity image showing a
clear internal border and inhomogeneous plaque composition. In this case,
a directional coronary atherectomy (DCA) procedure was performed to cut
the plaque specimen from the coronary artery. The optical image shows the
stable region with collagen fibers and vulnerable regions with foam cell

FIGURE 14.12
Color flow mapping and continuous Doppler signal at the aortic valve.
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infiltration. These techniques suggest that IVUS provides microscopic
pathology of the coronary artery.

14.6 Biomedical Application of Acoustic Microscopy

Tohoku University has been applying scanning acoustic microscopy (SAM)
in medicine and biology since 1980.26–27 Several objectives for using SAM for
medicine and biology are described below. 

First, SAM can be applied for intraoperative pathological examination
since it does not require a special staining technique. A group of researchers
at University of California at Irvine determined that an obtainable resolution
of 600 MHz SAM was sufficient to render a microscopic diagnosis.28,29 We
have shown that SAM can also classify the types of cancer in the stomach30

and kidney31 by quantitative measurement of ultrasonic attenuation and
sound speed at 200 MHz.

Second, ultrasonic data obtained with high-frequency SAM can be used
for assessing reflectability or texture in clinical echographic imaging. Density

FIGURE 14.13
Integrated backscatter image of the left ventricle in the short axis view. ROI is placed at the
papillary muscle of the left ventricle. The graph represents the cyclic variation of the integrated
backscatter of ROI.
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(Ò) and sound speed (c) determine the characteristic acoustic impedance Z
of the material as

(14.9)

On the assumption that the interface between two fluid-like media is infi-
nite and plane, the relative reflected sound power (dB) would be determined
by the specific acoustic impedance of each medium.

(14.10)

where 
Pr = sound power reflected at interface 
Pi = incident sound power 
Za = acoustic impedance of medium a 
Zb = acoustic impedance of medium b

FIGURE 14.14
An example of a three-dimensional echocardiogram of a patient with dissecting aortic aneurysm
(LV: left ventricle; AO: aorta; AV: aortic valve; flap: intimal flap caused by aortic dissection).
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Although the assumption is not applied for biological tissues alone, we
have shown that the calculated reflection and clinical data were matched in
the myocardium.32 Chandraratna et al. also assessed the echo-bright area in
the myocardium by using 600-MHz SAM.33

Third, the acoustics have strong correlation to physics. In the simplest
form, the relation between the sound speed and the elastic bulk modulus of
the liquid material is described in the following equation:

(14.11)

where 
c = sound speed 
K = elastic bulk modulus 
Ò = density

Because a biological tissue is assumed to be a liquid material, the equation
used to be applied to assess the elastic properties of biological tissues. Recent
studies on biomechanics revealed that the mechanical properties of tissues
are not completely liquid, so biological tissues should be treated as soft solid
material. However, the relationship between acoustics and a solid material
can also be described by modifying the above equation.

(14.12)

where 
c = sound speed 
E = Young’s modulus 
s = Poission’s ratio
r = density

As seen in Equation 14.12, the relationship between the Young’s modulus
of the tissue and the sound speed still represents close correlation. As shown
in both the above equations, the value of sound speed has close relation to
elasticity of the tissues.

The pathophysiology of atherosclerosis is closely related to the biomechan-
ical properties because the arteries are always faced with mechanical stress
caused by blood pressure or blood flow. Both the dynamic and the static
mechanical properties of arteries would change in dramatically changed
circumstances. As the term arteriosclerosis means hardening of the artery,
atherosclerotic tissues have been known to increase in stiffness or hardness
in the development of atherosclerosis. Assessment of the mechanical prop-
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erties of atherosclerosis is important, in addition to determining the chemical
components of the tissue.

Coronary plaque disruption with superimposed thrombus is the main
cause of acute coronary syndrome such as unstable angina or acute myocar-
dial infarction.34 Pathological investigations have shown that plaque size or
degree of the lumen narrowing is less important than the composition of the
plaque; lipid-rich soft plaques are more vulnerable than collagen-rich hard
plaques. In clinical settings, IVUS imaging has been applied to detect a
vulnerable plaque, which is sometimes found in an angiographically normal
coronary artery. The composition of atherosclerosis is defined as the collagen
fibers, lipid and calcification in the intima, the smooth muscle and elastic
fiber in the media, and the collagen fibers in the adventitia, respectively. The
variety of the degree of staining for optical microscopy indicates that the
collagen content or the chemical property is not homogeneous in fibrotic
lesions in the intima.

In the present study, two kinds of SAM systems were employed to char-
acterize the tissue components in normal and atherosclerotic arteries. The
values of attenuation and sound speed in six types of tissue components in
atherosclerosis were measured by 100- to 200-MHz SAM.35 The collagen type
was assessed by 800- to 1300-MHz SAM and polarized microscopy for qual-
itative and quantitative analysis of characterization of collagen fibers.

14.6.1 Acoustic Microscopy in 100 to 200 MHz

Figure 14.16 shows the block diagram of the SAM system developed at
Tohoku University. The acoustic focusing element comprises a ZnO piezo-
electric transducer with a sapphire lens. The ultrasonic frequency is variable
over the range of 100 to 210 MHz and the beam width at the focal volume
ranges from 5 (at 210 MHz) to 10 mm (at 100 MHz). The focusing element
is mechanically scanned at 60 Hz in the lateral direction (x) above the spec-
imen, which remains stationary on the specimen holder, while the holder is
scanned in the other lateral direction (y) in 8 sec, providing two-dimensional
scanning. The mechanical scanner is arranged so that the ultrasonic beam
will be transmitted at 1-mm intervals over a 0.5-mm width. The number of
sampling points is 480 in one scanning line and 480 ¥ 480 points make one
frame. Both amplitude and phase images can be obtained in a field of view
2 ¥ 2 mm. Either the reflection or transmission mode is selectable in the
system. In the present study, the reflection mode was used. Distilled water,
which was maintained at 37∞C, was used for the coupling medium between
the transducer and the specimen.

The ROI was determined by observing the two-dimensional amplitude
image. Both the amplitude and phase in the ROI were measured at every
10-MHz interval between 100 to 210 MHz to obtain the quantitative values
of acoustic properties. Thus, the frequency varying change of the amplitude
and phase was obtained.
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The equation shows the relationship between the frequency, amplitude, and
phase due to the interference between the reflection of the surface and bottom
of the specimen. By fitting the obtained frequency varying curve with the
calculated values, the thickness of the tissue in the ROI was obtained.  

(14.13)

where
yr = received signal
ys = reflection from the surface of the specimen
yb = reflection from the bottom of the specimen
f = frequency
c = sound speed of the specimen
d = thickness of the specimen)

Figures 14.17a and 14.7b show the graphs representing the relationship
between frequency and amplitude (Figure 14.17a) or phase (Figure 14.17b) in
6 mm thickness specimen. Once the thickness of the specimen was determined,
the attenuation and sound speed were calculated by the following equation:

FIGURE 14.16
The block diagram of the scanning acoustic microscope system developed at Tohoku University.
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804 Ultrasonic Nondestructive Evaluation

(14.14)

where 
A = slope of attenuation 
f  = frequency
d  = thickness

(14.15)

where 
f = frequency 
d = thickness of the specimen 
c = sound speed in the specimen 
cw = sound speed in the coupling medium, 
Ë = phase shift.

FIGURE 14.17
Graph showing (a) the frequency-dependent intensity characteristics and (b) the frequency-
dependent phase characteristics at the frequency range of 100 to 200 MHz.
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As a result, quantitative values of slope of attenuation and sound speed of
each pixel can be obtained; this is the most important specification of our
scanning acoustic microscope system. The data of slope of attenuation and
sound speed were converted into color signals and were displayed on a color
monitor as two-dimensional distribution patterns.

A neighboring section of the SAM specimen was stained with Elastica-
Masson’s trichrome stain and used for optical microscopy. The ROI for acous-
tic microscopy was determined by the optical microscopic observations. The
tissue components in normal and atherosclerotic arteries were classified as
the following tissue components: normal intima, fibrosis, calcification, lipid,
normal media, and normal adventitia. ROI was so determined that a single
tissue component was included in the ROI. The mean values of attenuation
and sound speed of each tissue component were then averaged.

14.6.2 Acoustic Microscopy in 800 to 1300 MHz

A scanning acoustic microscope (SAM2000 [KSI, Herborn, Germany]) was
equipped for semiquantitative ultrasonic measurements. In the present study,
an acoustic lens with the optimal frequency range between 800 MHz and 1.3
GHz was used. The SAM frequency in the experiments was 1.1 GHz because
the image quality was best at this measurement. Distilled water was used for
the coupling medium between the transducer and the sample. The tempera-
ture of the transducer, coupling medium, sample, and the glass substrate was
kept at 37∞C by a heating plate. The RF output gain was fixed for the whole
experiment. In the SAM system, a 80-dB difference of ultrasonic intensity
corresponded to 256 grayscales (0 to 255). The reflection from the glass surface
was set at level 255 (white). The average thickness of the specimen was deter-
mined by laser micrometer. Ultrasonic attenuation at each pixel was calculated
from the number of the gray level and the thickness. All of the SAM images
were stored in a personal computer for statistical analysis.

The optical and polarized images of atherosclerotic plaque were captured
to make the same field taken by SAM. The images were analyzed using the
following computer-assisted image analysis equipment: 

1. Leitz DMRBE light microscope — Leica Wetzlar, Germany
2. JVC KY-F55 color video camera — Victor Co.Ltd., Tokyo, Japan
3. Scion CG-7 RGB color frame grabber and ScionImage — Scion Cor-

poration, Frederick, Maryland
4. Photoshop — Adobe Systems Inc., Seattle, Washington

Although the picrosirius red staining was not a specific staining technique,
the area with collagen was specifically visualized by polarized microscopy.
The areas were differentiated according to the polarized color — longer
wavelength (red or yellowish color) or shorter wavelength (green).
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806 Ultrasonic Nondestructive Evaluation

For the study in 800 to 1300 MHz, the specimen was perfusion-fixed at
100 mmHg with phosphate-buffered 4% formaldehyde (pH 7.2) and
immersed in fixative overnight. The specimen was sectioned at 4 mm and
embedded in paraffin. The paraffin was removed by coconut oil and graded
alcohol process. The sections were unstained and used for the SAM inves-
tigations. After the SAM investigation, the sample was stained with Sirius
red and covered by a cover glass. The same field observed by SAM is also
observed by normal and polarized optical microscopy for comparing the
tissue components.

Figure 14.18shows the attenuation and sound speed images of a normal
human coronary artery visualized with 100- to 200-MHz SAM. Coronary
artery comprises three layers: the intima, consisting of endothelium and
collagen fiber; media, consisting of smooth muscle and elastic fiber; and
adventitia, consisting of collagen fiber. In the acoustic microscopy images,
the three-layered appearance is clearly represented. Figure 14.19 shows
attenuation and sound speed images of an atheroscletoric human coronary
artery.

Figure 14.20 shows the normal ligh, polarized light, and acoustic micros-
copy images of a normal coronary artery. The ultrasonic frequency is 1.1
GHz. Endothelial cells aligning in a single layer and thin fibrosis make up
the intima. The smooth muscle cells and elastic fibers consisting of the media
are shown by the acoustic image. Collagen fibers in the adventitia are high-
lighted by the polarized image. No pathological atherosclerotic lesions were
found.

Figure 14.21 shows an atherosclerotic plaque. The collagen network in the
intima is shown in the acoustic image. Although the lipid in the plaque was
completely removed by alcohol dehydration, the remaining outer shape of
the cholesterol crystal indicates that the cholesterol had existed in the spaces.

FIGURE 14.18
Attenuation (left) and sound speed (right) images of a normal coronary artery obtained with
the scanning acoustic microscope at 160 MHz.
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Clinical Applications of Ultrasonic Nondestructive Evaluation 807

FIGURE 14.19
Attenuation (left) and sound speed (right) images of an atherosclerotic coronary artery obtained
with the scanning acoustic microscope at 160 MHz.

FIGURE 14.20
Normal light (left), polarized light (center), and acoustic (right) microscopt images of normal
coronary artery obtained with the scanning acoustic microscope at 1.1 GHz.

FIGURE 14.21
Normal light (left), polarized light (center), and acoustic (right) microscopt images of athero-
scletoric coronary artery obtained with the scanning acoustic microscope at 1.1 GHz.
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808 Ultrasonic Nondestructive Evaluation

The fibrosis in the plaque would be classified into two categories: low ultra-
sonic attenuation and weak polarization, and high ultrasonic attenuation
and strong polarization.

The complete results of the study showed that the fibrous caps in the
advanced atherosclerotic plaques consisted of thick collagen fibrils. In these
regions, the polarized color was orange and the polarized intensity was
the highest. In acoustic images, these regions showed high attenuation. In
contrast, thin collagen fibrils exhibited green polarized color, showing low
polarized intensity.

As the pathophysiology of atherosclerosis is currently understood, the
rupture of a fibrous cap overlying a lipid pool is considered to be the most
common initial event to worsen the state. Biomechanical factors, such as
hemodynamic shear stress,36 transient compression,37 and sudden increase
in intraluminal pressure,38 have been postulated to play an important role
in plaque rupture. As a result, the assessment of both chemical composition
and the mechanical properties of the plaque has become an important
aspect of evaluating atherosclerosis. In previous studies, pulsed wave
velocity (PWV)39 and stiffness parameter40 were proposed to assess the
elastic properties of arteries, but these methods provide information about
the elasticity of entire arterial wall. The mechanical properties of the tissue
components in atherosclerosis should be measured because the patholog-
ical finding of plaque rupture is often found in the complex microstructure
of atherosclerosis.

Because of ultrasound’s strong correlation to mechanical properties, acous-
tic microscopy provides only morphological and mechanical information on
the biological tissues. In the present study, fibrosis showed greater values of
attenuation and sound speed than those of normal media consisting of
smooth muscle. This result suggests that the increase of collagen fiber in
arteries would lead to hardening of the arteries.41 PWV of aorta is known to
increase at aging, and the phenomenon is explained by the increase and
maturation of collagen fiber in the arteries.

In atheromatous plaques, lipid is covered with various thickness of collagen
fiber. This structure is called a fibrous cap. A vulnerable plaque is characterized
by a thin fibrous cap and infiltration of macrophages. In the previous studies
assessing stress distribution on the fibrous caps by using finite element anal-
ysis, the circumferential stress was concentrated to the thin fibrous cap.42 In
those studies, a single set of values of mechanical properties was given to
either a thick or a thin fibrous cap. As shown in the present study, the sound
speed distribution was not uniform in fibrous caps. We have previously
applied the sound speed data in stress distribution analysis by a finite element
method.43 Our study suggested that the adaptive change of the elasticity of
the thin fibrous cap prevented plaque rupture. Further evaluation is needed
to prove the mechanical property change and the stress on these thin caps
from both actual mechanical testing and computer simulation.

Under polarized light, the collagen fiber stained with picrosirius red is
highlighted by induced birefringence.44 The collagen content is known to be
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Clinical Applications of Ultrasonic Nondestructive Evaluation 809

proportional to the intensity of polarization. In other words, the intensity of
polarization demonstrates the quantity of the collagen. In the present study,
the thick fibrous caps showed high-intensity polarization, while the thin
fibrous caps showed weak polarization. The results indicate that the collagen
content is rich in thick fibrous caps, and that thin caps contained low amount
of collagen.

The wavelength of the birefringence light depends on the collagen type
and thickness of the fibril; orange indicates thick collagen fibrils, while green
indicates thin fibrils.45 Usually, the thick collagen fibrils compose Type I col-
lagen, and the thin fibrils compose Type III collagen. The color of polarization
demonstrates the quality of the collagen. Because Type III collagen is often
associated with macrophage infiltration, green polarized collagen may cor-
relate with vulnerable plaques. The acoustic microscopy revealed that the
attenuation of green polarized collagen was significantly lower than that of
orange polarized collagen. Consequently, with high-frequency ultrasound, it
is possible to differentiate collagen types I and III in atherosclerosis.46,47

When comparing 200-MHz and 1.1-GHz images of SAM, the better spatial
resolution was confirmed in 1.1 GHz. This is natural because the beam width
is determined by the frequency. A single elastic fiber in media or collagen
fiber orientation in intima was clearly visualized in 1.1 GHz. However, the
200-MHz image was better in identifying the three-layered structure of the
coronary artery. In this aspect, 200-MHz SAM may better interpret normal
and abnormal images of IVUS with 20 to 40 MHz in clinical settings.

Two sets of acoustic microscope systems were equipped for visualizing
the microstructure of coronary arteries. The difference of acoustic properties
of each tissue component in atherosclerosis indicated the change of the
mechanical properties according to the pathophysiological state in develop-
ing atherosclerosis. The ultrasonic tissue characterization of Type I and Type
III collagen was possible, and this would be very important for detecting a
vulnerable plaque leading to acute coronary syndrome. The results of the
high-frequency ultrasound should also provide important information to
understand IUVS imaging in clinical situations.

14.7 Summary

Ultrasonic nondestructive evaluation in medical applications started as an
A-mode flaw detector to detect a reflection at the interface of biological
materials with large acoustic impedance difference. Then the technique was
developed to measure the distance of the echoes and to obtain real-time two-
dimensional images. Today, development of computer technologies has
enabled us to obtain three-dimensional reconstructed images or even three-
dimensional real-time images. Comparing other medical imaging modalities,
the features of ultrasound include portability, repeatability, real-time imag-
ing, and, especially, real-time blood flow measurement.
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810 Ultrasonic Nondestructive Evaluation

Besides the visualization of the organ structure, analysis of reflected ultra-
sound has help to assess the internal chemical and mechanical properties of
the tissue.

Around 1970, the development of satellite communication enabled
researchers to use higher-frequency ultrasound, which led to IVUS or SAM.
As higher-frequency ultrasound provides a higher resolution of imaging,
the ultrasound of today can visualize tissue structure on a microscopic
level.
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cylindrical, 667

Biological cells, ultrasonic characterization 
of, 725�759

alternative methods to determine cell 
mechanics, 727�728

biological significance of acoustic parameters 
of cells, 740�749

acquisition time, 747�749
interpretation of SAM images of cells in 

culture, 741�747
comparison of ORR with other types of 

rheometers, 754�755
correlative microscopy, 749�750
mechanical characterization of cytoplasm by 

acoustic microscopy, 726�727
oscillating rod rheometer, 751�754

calculation of viscosity, 753�754
description of, 751�752

parameters of cells to be determined, 729
principles of cytomechanics analysis

by SAM, 728

SAM methods to determine mechanical 
properties of cells, 729�740

interference fringe contrast 
method, 733�735

phase and amplitude imaging, 738�740
surface reflection, 729�732
time-resolved SAM, 732�733
V(f) methods, 736�738
V(z) methods, 735�736

Birefringence light, 809
Bisection method, solution of nonlinear equations 

using, 230
Bismuth silicon oxide (BSO) crystal, 464
Body in equilibrium, 9
Body force(s), 14

equations of motion in absence of, 282
time-dependent distribution of, 593

Body surface, ultrasonic motion on, 452
Boltzmann�s constant, 583
Bond integrity determination, data 

analysis for, 204
Bone, investigation of, 772, 773
Born approximation, 709
Born-Mayer potential, 388, 390
Boundary

condition
stress-free, 502
traction-free, 320, 333

continuity of displacement field at, 596
Bragg cell, 457
Bragg gratings based sensors, 468
Brewster angle reflections, 602
Brillouin scattering measurement of SAW 

velocities for determining near-
surface elastic properties, 581�651

case studies, 624�641
anisotropic bulk solids, 626�631
isotropic bulk solids, 625�626
layered media, 631�641

experimental method, 602�624
derivation of elastic constants, 620�624
nonideality of scattering configuration, 

614�620
setup, 602�608
spectral analysis, 609�614

theory, 584�602
computation of Brillouin spectra, 590�602
principle of Brillouin scattering, 584�590

Brinell hardness, 417
Broadband

heterodyne interferometer, 475
impedance matching transformers, 535
laser generation source, 482
Michelson interferometer, 484
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transducers, generation of multiple Lamb 
modes by, 253

ultrasonic attenuation (BUA), 762�763
wide-aperture transducers, tissue 

textures and, 786
Brugger elastic constant, 382, 383, 385�386
B-scans, 479, 480
BSO crystal,

 

 see 

 

Bismuth silicon oxide crystal
BUA,

 

 see 

 

Broadband ultrasonic attenuation
Bulk wave(s)

generation, directivity of, 441
laser ultrasonic flaw imaging using, 469
scattering, 588, 618
velocities, 620

Burgers vector, 399, 407

 

C

 

Calcaneus, quantitative image of, 761
Calibration curve, 699
Cartesian coordinate system, 594

components of displacement in, 50
deformation of body, 3, 4
stress components in, 15, 17
vector and, 23

Cartesian tensor, 18
cBM,

 

 see 

 

Cubic boron nitride
CCF,

 

 see 

 

Cross-correlation function
Cell(s)

definition of, 726
elasticity, 742
fast-moving, 747
mechanics, determination of, 727
motility, representation of, 749
thickness, 729

Cells, acoustic parameters of, 740
elasticity, physical significance of, 741
interpretation of SAM images of cells in 

culture, 741
Cells, SAM methods to determine mechanical 

properties of, 729
interference fringe contrast method, 733
interference with reflections, 732
phase and amplitude imaging, 738
surface reflection, 729
surface topography, 732
time-resolved SAM, 732
V(f) methods, 736
V(z) methods, 735

Cellular organelles, visco-elastic 
properties of, 726

Chain rule, 4
Chemical processing plants, pipe

inspection in, 213

Chemical vapor deposited (CVD) diamond, 582
Chemical warfare agents, 218
Christoffel equations, 591, 595
Circular transducer, 196
Circumferential waves

angular phase velocity of, 338
dispersion curves, 331
in hollow cylinder, 332
in solid disk, 330

Clinical applications of ultrasonic nondestructive 
evaluation, 783�812

basic principles of clinical echography, 
786�791

biomedical application of acoustic 
microscopy, 798�809

100 to 200 MHz, 802�805
800 to 1300 MHz, 805�809

examples of clinical images, 791�793
history of medical ultrasound, 783�786
intravascular ultrasound, 796�798
ultrasonic tissue characterization at lower 

frequencies, 793�795
Clinical images, examples of, 791
Coherent acoustic noise, 536
Coherent motion, discrete lattice points, 365
Coil liftoff coefficient, 510
Collagen fibers, 806
Color flow mapping, 791, 795
Composite plate analysis with attenuation, 292
Computer-assisted image analysis equipment, 805
Confocal amplitude contrast, 766
Conservative materials, definition of, 24
Container contents, acoustic inspection device for 

interrogating, 219
Continuous wave Doppler (CWD) signal, 792
Continuum limit, definition of, 369
Controller, interfacing of with sensor 

network, 547
Convex-array transducers, 785
Coordinate systems, equations of elasticity in, 42
Coronary artery, sound speed images of a normal 

human, 806
Corrosion, simulated, 472
Crack(s)

acoustic nonlinearity from, 424
detection resolution, 560
detection of by SAM, 711
detection scheme, 555, 556

bonded repair patch, 562
conventional NDT results, 559
DI results, 570
fatigue test, 567
Lamb wave mode verification, 573
patch debonding effect, 571
push-down test setup, 573
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results, 568
riveted lap joints, 557
variations of DI, 575

growth, definition of, 570
imaging of, 710
location, determination of, 349
measurement scheme to locate, 352
methodology to locate, 353
model parameters, 429
opening displacement, 355
scratch-induced, 712
size

determination of, 354
estimated, 357

stresses from solid material surrounding, 426
surface breaking, 684
traction-free, backscattering from, 355

Critical angle, 60
Cross-correlation function (CCF), 537
Crossing-beam angle, 485
Cross-over point, 335
Crystal structure

dependence of acoustic nonlinearity 
parameters on, 388

nonlinearity parameter for arbitrary, 371
C-scan image(s), 658, 775

delamination defect and, 305
generation of by focused transducers, 296, 298

Cubic boron nitride (cBN), 626, 636
CVD diamond,

 

 see 

 

Chemical vapor deposited 
diamond

CWD signal,

 

 see 

 

Continuous wave Doppler signal
Cylindrical coordinate system, 315
Cylindrical guided waves, 225
Cylindrical waveguides and applications in 

ultrasonic evaluation, 311�362
flaw detection in pipes and annular 

components, 344�358
application of guided waves in 

circumferential direction, 346�358
application of guided waves in 

longitudinal direction, 345
governing equations in cylindrical 

coordinates, 312�314
propagation in axial direction, 314�327

axial waves in hollow cylinder, 325�327
axial waves in solid cylinder, 317�325

propagation in circumference direction, 
327�344

circumferential waves in hollow cylinder, 
332�344

circumferential waves in solid disk, 
330�332

Cytochalasin D, 743, 744, 745

Cytomechanics analysis, principles of 
by SAM, 728

Cytoplasm, mechanical characterization of, 726
Cytoplasmic structure, 745

 

D

 

Damage index (DI), 554, 556
physics-based, 578
probability of damage detection by, 565
results and comparison, 560
use of for crack detection, 574, 575

Damping
factor, frequency dependence of, 294�295
ratio, 294, 295

DCA procedure,

 

 see 

 

Directional coronary 
atherectomy procedure

Debye approximation, 664, 666, 670
Defect detection, multilayered composite 

plate, 295
Defocusing distance, 702
Deformation, mutually perpendicular elements, 6
Delaminations, 304, 305, 709
Demodulation unit, remote, 477
Density, of different materials, 124�128
Dentin, acoustic image of, 769
Detection bandwidth, 456
DI,

 

 see 

 

Damage index
Diagnostic methods, SHM, 543

vibration-based methods, 543
wave propagation methods, 544

Diagnostic software, 547
damage diagnostics, 553
signal generation, 547
signal processing, 550

Diagnostic systems, ultrasonic, 785
Diamond

bulk modulus of, 626
chemical vapor deposited, 582
crystalline, cubic anisotropy of, 607
-like coatings (DLCs), 639, 705

Differential scanning microcalorimetry, 424
Diffraction, 377, 452
Digitizing oscilloscopes, 537
Directional coronary atherectomy (DCA) 

procedure, 797
Directly reflected beam, 254
Discontinuity distance, 375, 376, 377
Dislocation

dipole, illustration of, 405
displacement, conversion factor from, 408
glide, plastic shear strain resulting from, 400
line, broken, 400
monopoles, 398, 403, 404
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motion, 400
network, longitudinal plastic strain due to, 402

Disperse code, 569
Dispersion curve(s)

aluminum plates, 234, 239, 241
antiplane plate waves, 88
circumferential waves, 331
group velocity, 575
Lamb wave speed and, 229
leaky Lamb wave, 300
numerically computed, 300
steel plate, 201, 260, 261
TFR and, 351
theoretical, 257, 258

Dispersion equation, 83, 91
asymptotic representation of, 322
axial waves, 318
Lamb wave propagation, 268
leaky Lamb wave propagation, 274
Pochhammer, 321
Rayleigh-Lamb, 342
torsional waves, 320

Dispersion relation(s)
computation of, 598
measurement of, 620
splitting type behavior, 637

Displacement
amplitudes, 329, 332, 334, 342
component(s)

horizontal, 278

 

n

 

-layered plate, 265
nonzero, 48
unknown, 267�268

crack opening, 355
field, 46

biharmonic, 40
Lamb mode, 227
plate, 86
solid, expression of, 185�186
Stokes-Helmholtz decomposition, 48
variation, 89
vector function and, 48

fluctuation dissipation theorem, 589
gradient, 380, 382, 408
nonzero, 76
object, 456
particle, 372
-potential relation, 282
transformation of, 23
vector, 101

Distributed point source method (DPSM), 156
Distributed point source method, modeling of 

ultrasonic field by, 143�202
DPSM technique for ultrasonic field modeling 

in nonhomogeneous fluid, 170�177

field computation in fluid 1, 171�175
field in fluid 2, 175�177

focused transducer in homogeneous 
fluid, 161�162

modeling of finite plane source by distribution 
of point sources, 146�146

numerical results, 187�201
ultrasonic field in homogeneous fluid, 

188�193
ultrasonic field in nonhomogeneous fluid 

(DPSM technique), 193�195
ultrasonic field in nonhomogeneous fluid 

(surface integral method), 195�196
ultrasonic field in presence of finite size 

scatterer, 196�201
planar piston transducer in fluid, 146�161

alternative distributed point source method 
for computing ultrasonic field, 
148�159

conventional surface integral technique, 
146�148

restrictions on 

 

r

 

s

 

 for point source 
distribution, 161

ultrasonic field in nonhomogeneous fluid in 
presence of interface, 162�170

pressure field computation in fluid 1 at 
point P, 163�167

pressure field computation in fluid 2 at 
point Q, 167�170

ultrasonic field in presence of fluid-solid 
interface, 180�187

transducer surface inclined to fluid�solid 
interface, 187

ultrasonic field in fluid, 180
ultrasonic field in solid, 181�187

ultrasonic field in presence of scatterer, 
177�179

DLCs,

 

 see 

 

Diamond-like coatings
DMB Leica laboratory microscope, 750
Doppler echocardiography, 789
Doppler principle, 785
Doppler shift frequency, 788
DPSM, 

 

see

 

 Distributed point source method
Dual frequency modulation, 430
Dual-probe Michelson interferometer, 471
Dummy index, 12
Dynamic holographic interferometer, 463
Dynamic problems, Navier�s equation, 42

 

E

 

Echocardiograms, 794
Echocardiography, Doppler, 789
Echography
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beginning of history of, 784
clinical, 786

Edge wave, determination of, 698
EDM,

 

 see 

 

Electrical discharge machining
Elastic constant(s)

Brugger, 382, 383, 385�386
derivation of, 620
higher-order, 380
measurements of, 420

Elastic crack coefficients, 425, 429
Elastic wave, Lorentz force model and, 498
Elastic waves, mechanics of, 1�142

continuum mechanics and theory 
of elasticity, 3�42

definition of elastic material and 
stress-strain relation, 24�28

definition of tensor, 18
deformation and strain tensor, 3�8
equilibrium equations, 12�15
fundamental equations of elasticity in 

other coordinate systems, 42
material planes of symmetry, 30�35
Navier�s equation of equilibrium, 39�41
number of independent material 

constants, 28�30
principal stresses and principal 

planes, 18�23
strain transformation, 24
stress-strain relation for isotropic 

materials, 35�39
stress transformation, 15�17
traction-stress relation, 10�12
traction and stress tensor, 8�10
transformation of displacement and other 

vectors, 23
exercise problems, 128�141
time dependent problems or dynamic 

problems, 42�123
elastic properties of different 

materials, 123
harmonic waves, 53�54
interaction between plane waves and 

stress-free plane boundary, 54�63
interaction of P- and SV-waves with plane 

interface, 68�77
love wave, 81�83
out-of-plane or antiplane motion, 63�67
phase velocity and group velocity, 94�98
plate waves, 86�94
point source excitation, 98�101
P- and S-waves, 52
Rayleigh wave in homogeneous 

half space, 77�81
Rayleigh wave in layered half space, 83�86

reflection and transmission of plane waves 
at fluid�solid interface, 111�119

reflection and transmission of plane waves 
by solid plate immersed in fluid, 
119�122

simple dynamic problems, 42�48
Stokes-Helmholtz decomposition, 48�50
two-dimensional in-plane problems, 50�52
wave propagation in fluid, 102�111

Elasto-optic scattering, 587, 624
Electrical discharge machining (EDM), 476, 563
Electromagnetic acoustic transducers (EMATs), 

205, 345, 495�540
basic, 496�498
Lorentz force model, 498�523

EMAT displacement profiles and radiation 
patterns, 516�519

generating elastic wave, 498�505
guided modes, 519�523
receiving elastic wave, 505�506
transfer impedance, 506�516

magnetic metals and, 529�531
practical, 523�529
using, 531�538

circuit and electronic considerations, 
534�535

EMAT noise considerations, 535�536
magnet considerations, 537�538

Electromagnetic energy, 439
Electromechanical coupling, 497
Electromechanical (E/M) impedance, 544
EMATs, 

 

see

 

 Electromagnetic acoustic transducers
E/M impedance,

 

 see 

 

Electromechanical 
impedance

Endothelial cells, 806
Energy

absorption, 461
Born-Mayer potential, 390
coefficient, backscattered, 356
dispersive spectroscopy analysis, 657
elastic potential, 389
electromagnetic, 439
harmonic wave, 375
optical, 438
strain, 381

Engineering normal strains, 6
Equation of motion, 99, 282
Equilibrium

equations, 12
force, 12
moment, 13, 14
Navier�s equation of, 39, 40, 42

Eulerian coordinates, 366
Eulerian stress, 367
Excitation pulse, 347
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F

 

Fabry-Perot (FP) interferometers, 459, 460, 609, 
610, 611, 618

Far field, 148
displacement vector in, 101
radiation pattern, 500, 519

Fast Fourier transform (FFT), 355
Fast transverse (FT) modes, 586
Fast transverse wave (FTW), 627
Fatigue crack

test, 563
vibrations exhibited by, 543

FFT,

 

 see 

 

Fast Fourier transform
Fiber-reinforced composite plates, 280, 281
Fibrous cap, atheromatous, 808
Field computation

approximations in, 174
fluid, 171

Finite amplitude
ultrasonics, 364
waves, attenuation of, 377

Finite plane source, modeling of, 145
Finite size scatterer, ultrasonic field in presence 

of, 196
Flaw(s)

characterization, 204
detection, in pipes, 344
identification, nondestructive, 469
imaging, 469
response of to radiation patterns, 512
sizing

methods, TOFD, 215
principles, 205
ultrasonic, 215

surface-breaking, scanning laser source 
imaging of, 473

Flexural waves, 322, 323, 327
Fluctuation dissipation theorem, normal 

displacement, 589
Fluid(s)

density, 281
finite solid scatter immersed in, 179
-fluid interface, reflection of plane 

waves at, 104
homogeneous

elastic plate immersed in, 236
focused transducer in, 161
ultrasonic field in, 188

hydrostatic pressure, 102
mathematical expression of elastic 

waves in, 120
medium, perfect, 102
multilayered layer composite plate immersed 

in, 289

 

n

 

-layered plate in, 272, 277
nonhomogeneous

circular transducer in, 197
DPSM technique for ultrasonic field 

modeling in, 170
ultrasonic field in, 162, 193, 195

planar piston transducer in, 146
alternative distributed point source method 

for computing ultrasonic field, 
148�159

conventional surface integral technique, 
146�148

restrictions on 

 

r

 

s

 

, 159�161
plane waves in, 104, 106
point source in, 109
potential field in, 237, 273, 277
pressure fields computed in, 194
pressure and velocity variations in, 194
P-wave, 249

speed in, 246
striking plate in, 281

single layer composite plate immersed in, 289
ultrasonic field in, 180
viscosity, measurement of, 345

Fluid-solid interface(s)
boundary conditions at, 291
normal stress components at, 278
reflection of plane waves at, 111
shear stress at, 243
stress and displacement conditions across, 250
tangential displacements on, 291
transducer surface inclined to, 187
ultrasonic field in presence of, 180
ultrasonic transducer in front of, 179

Focused transducer(s), 190
C-scan images generated by, 296, 298
in homogeneous fluid, 161

Foil-fiber-foil technique, 296
Forced vibration problem, 281
Force equilibrium, 12
Fourier analysis, 675
Fourier series summation concept, 98
Fourier transform, 111, 696
FP interferometers,

 

 see 

 

Fabry-Perot 
interferometers

Fracture mechanics, ultrasonic, 215
Free index, 12
Frequency

dispersion curve, 318
dispersion relationship, 335
-phase velocity combinations, Lamb 

mode, 301
range, Lamb wave peaks, 258

FT modes,

 

 see 

 

Fast transverse modes
FTW,

 

 see 

 

Fast transverse wave
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Full width at half maximum (FWHM), 611
FWHM,

 

 see 

 

Full width at half maximum

 

G

 

Gauss� divergence theorem, 26
General anisotropic material, 30
Generalized Rayleigh-Lamb wave, 86
Generalized Rayleigh wave (GRW), 587, 627
Geometrical-optics approximation, 670
Globally competitive industries, 203
Global matrix method, 269, 275, 277
Global system of equations, 272
Grayscale image, 766, 785
Green�s function, 101, 589, 590

calculations, 600, 601
determination of, 593
dispersion curves calculated using, 639
divergences of, 599
interfacial, 597, 598
interpretation of, 681

Green�s tensor, steady-state, 101
Group velocity, 95, 97, 551

dispersion curve, 575
measurement, 552
slowness, 488

GRW,

 

 see 

 

Generalized Rayleigh wave
Guided wave(s), 224

applications of in circumferential
direction, 346

applications of in longitudinal direction, 345
generation, in multilayered structures, 444
methods, historical development of, 345
multilayered plates, 263
propagation, 264

 

H

 

Half-wave plate (HWP), 464
Hanning window, 547
Hard tissues, ultrasonic characterization of, 

761�781
acoustic microscopy of hard tissues, 763�779

bone, 772�779
confocal amplitude contrast, 766�767
time-resolved techniques, 767�768
tooth enamel and dentin, 769�772
wave interference contrast, 765�766

 

in vivo

 

 characterization of bone with low 
frequencies, 761�763

Harmonic excitation, 111
Harmonic time dependence, 103, 282
Harmonic wave(s), 53

energy generating, 375
generation of, 144

Haversian channel, 776
Heaviside step function, 295, 441
Helmholtz equation, 100, 103, 661
Hermitian functions, 696
Heterodyne detection technique, 613
HFPSW,

 

 see 

 

High frequency pseudo-surface wave
High frequency pseudo-surface wave 

(HFPSW), 587
Hollow cylinder

axial waves in, 325
circumferential waves in, 332

Holographic diffraction grating, 447
Homogeneous elastic plate in vacuum, 

equations, 226
Homogeneous fluid

focused transducer in, 161
ultrasonic field in, 188

Hooke�s law, 36
Hot-spot monitoring, built-in diagnostics for, 

 

see

 

 
Structural health monitoring, ultrasonic 
nondestructive evaluation for

Huang coefficients, 370, 380, 383, 415, 416
Huygens-Fresnel principle, 663
HWP,

 

 see 

 

Half-wave plate
Hydrostatic pressure, 395
Hyperbolic heat conduction equation, 440
Hypertrophic cardiomyopathy, 793

 

I

 

Image
acquisition, stopped, 775
contrast, particles on, 688
formation

problem of, 662
theory of, 656

recording, 654
time-resolved, 660

Imaging
near-field, 661
system, sequential, 655

Immersion tank ultrasound system, 784
Impedance(s)

acoustic, 714
electromechanical, 544
mapping, two-dimensional, 775
matching, 511, 536

Incident angle, 167, 257, 262
Incident wave(s)

potentials, 58, 62
P-wave, 55
shear wave, 60
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wave(s)
amplitude of, 55, 56
pressure fields corresponding to, 104
wave field due to, 287

Inclination angle, 208
Inclined transducer

bounded ultrasonic beam from, 200
face, 198

Inclined wavefront, 209
Industrial nondestructive evaluation, ultrasonic 

systems for, 203�222
automated ultrasonic and hybrid systems, 

209�211
automated, hybrid aircraft inspection 

systems, 211
automated, phased array inspections of 

aerospace structures, 210�211
automated ultrasonic pipeline inspection 

systems, 211�213
bond inspection for automobile and aerospace 

industries, 214�215
flaw sizing principles and applications, 

205�207
inspection with airborne ultrasonic

beams, 218
liquid content determination in tanks, 

218�219
phased array transducers, 207�209
pipe inspection in chemical and petroleum 

processing plants, 213�214
residual stress measurement, 219�220

In-plane problems, two-dimensional, 50
In-plane waves, analysis of, 65
Inspection

with airborne ultrasonic beams, 218
codes, ultrasonic, 215
methods, x-ray, 218
tool, ultrasonic, 212

Integrated backscatter imaging, 794, 798
Intensity reflection, 461
Interface

point sources distributed over, 193
primary wave striking at, 68
reflected field computation at, 173
shear vertical wave striking at, 72
source strengths, 176
stress-displacement continuity conditions 

across, 271
velocity components, transducer source 

strengths and, 178
Interferometer(s)

adaptive holographic, 459
broadband heterodyne, 475
dual-probe Michelson, 471
dynamic holographic, 463

Fabry-Perot, 609, 610, 611, 618
heterodyne, 457, 463
homodyne, 453, 454, 458, 463
long-path time-delay, 459
Michelson, 484
multibeam, 466
self-referential, 458
tandem, 612
time-delay, 459

Intravascular ultrasound (IVUS), 796
Intrinsic fiber-optic ultrasound sensors, 466
Inverse Fourier transform, 662
Isotropic diffraction setup, configuration of, 465
Isotropic materials

Rayleigh velocity in, 623
relations between elastic constants for, 39
stress-strain relation for, 35

Isotropic solids
third-order elastic constants for, 387
wave polarizations in, 396

Isotropic viscoelastic solid modeling, 293
IVUS,

 

 see 

 

Intravascular ultrasound

 

J

 

Jacobi determinant, 665

 

K

 

Kirchhoff approximation, 677
Kronecker delta, 17, 128, 366
Kronecker symbol, 591

 

L

 

Lagrangian strains, 382
Lamb critical angle, 296
Lamb mode(s), 227

peaks, incident angle, 257, 262
phase velocity, 301
stress fields, 302

Lamb wave(s), 89, 224, 358, 587
damage detection, 548
dispersion curve

aluminum plate, 246
plot, 252

generation, 255, 443
images generated by, 296, 298
laser ultrasonic tomographic imaging 

using, 470
leaky, 225, 226
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mode verification, 573
peaks, frequency range, 258
plate inspection by, 253
plate scanning by, 295
propagation, 549

antisymmetric modes for, 232
dispersion equation for, 268
equations of, 226

speed, 93, 226
theory, 443

Lame constant, 36, 440, 501
Langmuir-Blodgett (LB) films, 582
Laplace transform, 697
Laplacian operator, 312
Large plates, nondestructive inspection of, 255
Laser-ultrasonic techniques, theory and 

applications of, 435�493
applications, 469�488

flaw detection, 469�477
materials characterization, 481�488
process monitoring, 477�481

laser generation of ultrasound, 437�448
generation mechanisms, 437�439
thermoelastic generation of ultrasound, 

439�448
types of lasers used for generation, 448

optical detection of ultrasound, 448�469
encoding of ultrasound information onto 

optical beam, 451�453
optical interferometry, 453�469

Lattice motion, acoustic nonlinearity parameter 
for, 370

Lattice of points, three-dimensional, 367
Layered materials, application of time-resolving 

method for, 694
LB films,

 

 see 

 

Langmuir-Blodgett films
Lead zirconate titanate (PZT), 347, 353, 475, 545
Leaky Lamb wave (LLW), 225, 226

dispersion curves, 300
propagation, 243, 249, 274

Leaky longitudinal surface wave (LLSW), 
587, 601

Least squares identification procedure, 622
Levenberg-Marquardt curve fit, 423
Levi-Civita symbol, 17
Linear stress-strain model, 37
Liquid content determination in tanks, 218
LLSW,

 

 see 

 

Leaky longitudinal surface wave
LLW,

 

 see 

 

Leaky Lamb wave
Lockheed Martin, ultrasonic facility, 469
Longitudinal Lagrangian stress, 367, 368
Longitudinal waves, 320, 327
Lorentz force, in magnetic metals, 529
Lorentz force model, 496, 498

EMAT displacement profiles and radiation 
patterns, 516

generating elastic wave, 498
guided modes, 519
receiving elastic wave, 505
transfer impedance, 506

Lorentz function, 684
Love wave, 81, 83, 587

 

M

 

Magnet
-coil configurations, 518
liftoff coefficient, 510

Magnetic field profiles, 528
Magnetic metals, EMATs and, 529
Magnetostrictive transducers, 345
Material(s)

anisotropy, characterization of, 486
characterization, 469, 481
constants, 28
damping and attenuation, 295
density, 503
displacement velocities, 513
elastic properties of different, 123, 124�128
laboratory measurements on, 293
layered, application of time-resolving 

method for, 694
metallic, dislocation monopole 

characterization of, 404
microstructure of, 654
polymeric, optical penetration depth for, 439
transducer, most commonly used, 430

Material defects, characterization of, 398
acoustic nonlinearity from cracks, 424
acoustic nonlinearity from dislocation

dipoles, 405
acoustic nonlinearity from dislocation 

monopoles, 398
dislocation monopole characterization of 

metallic materials, 404
displacement amplitudes, 410
effect of precipitation on acoustoelastic 

constants, 418
effects of precipitation on ultrasonic harmonic 

generation, 413
equations, 406
harmonic generation and metal fatigue, 411
harmonic generation from precipitate-

dislocation interactions, 420
solution to wave equation, 409

MATLAB codes, 170, 184, 188
Matrix

array scanner, 795

 

1462.book  Page 822  Monday, December 1, 2003  3:06 PM

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



 

Index

 

823

 

dislocations, bowing of, 421
formulation, distributed point source, 152

Maxwell�s equation, 500, 501
Mechanosensing, 741
Medical ultrasound, history of, 783
MEMS devices,

 

 see 

 

Microelectrical mechanical 
systems devices

Mercury, impedance of, 707
Metal(s)

elastic properties of, 503
fatigue, cyclic loading in, 411
magnetic, EMATs and, 529
-matrix composites, 419
parameters for various, 504

Metallic materials, dislocation monopole 
characterization of, 404

Michelson interferometer, 455, 456, 471, 484
Microelectrical mechanical systems (MEMS) 

devices, 483
Microscope(s)

near-field, 655
reflection, 656

Mirror symmetry, 30
MLA,

 

 see 

 

Multilayer analysis
Model(s)

linear stress-strain, 37
Lorentz force, 496, 498
mode shapes, 215
reflection acoustic microscope, 661

Mode shapes, 87
Moment equilibrium, 13, 14
Motion,

coherent, discrete lattice points, 365
in continuum limit, 368
dislocations, 399
lattice, acoustic nonlinearity parameter 

for, 370
torsional, 319, 326
ultrasonic, on body surface, 452

Multibeam interferometers, 466
Multilayer analysis (MLA), 775, 777
Multilayered composite plate(s)

defect detection in, 295
guided waves in, 280
immersed in fluid, 289
in vacuum, 292

Multilayered structures, guided-wave 
generation in, 444

Multiplexer circuits, phased array, 208
Murnaghan constants, 384
Myocardium, echo-bright area in, 801

 

N

 

Narrowband
pulses, toneburst techniques and, 430
transducers, generation of multiple Lamb 

modes by, 253
Navier�s equation, 39, 40, 42, 98
NDE,

 

 see 

 

Nondestructive evaluation
NDT,

 

 see 

 

Nondestructive testing
Nd:YAG laser, 470, 475, 478, 482
Near-field imaging, 661
Near-field microscopes, 655
Near Lamb mode imaging, advantage of, 305
Near-surface elastic properties, 

 

see

 

 Brillouin 
scattering measurement of SAW 
velocities for determining near-
surface elastic properties

Newton�s law
acoustoelasticity and, 394
for continuum, 369
generalized, 371
for longitudinal Lagrangian stress, 368

Newton-Raphson method, solution of nonlinear 
equations using, 230

Noise
coherent acoustic, 536
EMAR, 535

Nondestructive evaluation (NDE), 145, 203, 364, 
547, 675

applications of SAM in, 698
market, 1990s worldwide, 204
methodologies, linear ultrasonic methods and, 

364
tool, ultrasound as effective pipeline, 211

Nondestructive testing (NDT), 496
acoustical microscopes for, 656
piezoelectric transducer, 532
techniques, 542, 560

Nonhomogeneous fluid
circular transducer in, 197
DPSM technique for ultrasonic field modeling 

in, 170
ultrasonic field in, 162, 193, 195

Nonlinear ultrasonic nondestructive evaluation, 
fundamentals and applications of, 
363�433

acoustoelasticity, 393�398
basic concepts and equations, 393�396
measurement considerations, 396�398

characterization of material defects and nano-
/microstructures, 398�429

acoustic nonlinearity from cracks, 
424�429

acoustic nonlinearity from dislocation 
dipoles, 405�411
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acoustic nonlinearity from dislocation 
monopoles, 398�404

dislocation monopole characterization of 
metallic materials, 404�405

effect of precipitation on acoustoelastic 
constants, 418�420

effects of precipitation on ultrasonic 
harmonic generation, 413�418

harmonic generation and metal fatigue, 
411�413

harmonic generation from precipitate-
dislocation interactions, 420�424

finite amplitude ultrasonics, 364�393
acoustic nonlinearity parameter for lattice 

motion, 370�371
attenuation of finite amplitude waves, 

377�380
coherent motion of discrete lattice points, 

365�368
connection with thermodynamics, 

391�393
discontinuity distance, 375�377
higher-order elastic constants, 380�387
motion in continuum limit, 368�369
nonlinearity parameter for arbitrary crystal 

structure, 371�373
structure and symmetry dependence of 

nonlinearity parameters, 387�391
ultrasonic harmonic generation, 373�375

general measurement considerations and 
conclusion, 430

Nonlinear wave equation, 368
Numerical instability, 269
Nyquist number, 788
Nyquist sampling theorem, 732

 

O

 

Object
diffuse scatterer, 458
displacement, 456

Ohm�s law, 505
Optical beating, 613
Optical detection techniques, 437
Optical fiber, refractive index of, 468
Optical frequency, instantaneous, 452
Optical interferometry, 453
Optical microscopy, SAM and, 749
Optical penetration depth, 441
Optical transfer function (OTF)

calculation of, 676
defocused, 687

Organelles
cellular, 726

membrane-bound, 745
ORR,

 

 see 

 

Oscillating rod rheometer
Orthotropic materials, 31
Oscillating rod rheometer (ORR), 746, 751
Osteoporosis, assessment of skeletal status in, 761
OTF,

 

 see 

 

Optical transfer function
Out-of-plane motion, 63
OXSAM, 660

 

P

 

Pacific Northwest Laboratories (PNNL), 218
Parseval�s theorem, 665
Particle

displacement, direction of, 372
velocity, 159, 376

PC measurements,

 

 see 

 

Pitch-catch measurements
PE,

 

 see 

 

Pulse-echo
Periodic permanent magnet (PPM), 510, 521
Permanent magnet (PM), 496
Permutation symbol, 17
Persistent slip bands (PSBs), 411
Perturbation, 94, 374
Petroleum processing plants, pipe inspection in, 

213
Phantom objects, 684
Phased array(s)

flaw sizing, 215
inspections, aerospace structures, 210
multiplexer circuits for, 208
receivers, 466
technology, data handling used in, 220
transducers, 207, 785, 796

Phase velocity, 83, 95, 96, 201, 235
Photodetector, 452, 453

interference intensity at, 460
plane, total electric field at, 454

Photon counting, 618
Photorefractive crystal (PRC), 463, 464, 467
Piezoelectric mirror, 455
Piezoelectric sensors, 544
Piezoelectric transducers, 498
Pipe(s)

flaw detection in, 344
inspection

chemical processing plants, 213
petroleum processing plants, 213

samples, wave speeds measure in, 214
Pipeline inspection systems

automated ultrasonic, 211
comparison of ultrasonic and magnetic, 212

Pitch-catch (PC) measurements, 506
Planck�s constant, 585
Plane interface
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interaction of P- and SV-waves with, 68
interaction of SH-wave and, 66

Plane wave(s)
interaction between stress-free plane 

boundary and, 54
potential, in fluid, 106
reflection of at fluid-fluid interface, 104, 111
reflection of by solid plate immersed 

in fluid, 119
Plate(s)

antiplane waves in, 86
deformation, 93
displacement field in, 86
fiber-reinforced composite, 280, 281
multilayered composite

defect detection in, 295
immersed in fluid, 289
in vacuum, 292

thickness, stress amplitudes along, 235, 236
waves, 86, 224

Plate inspection, guided waves for, 223�310
basic equations (homogeneous elastic plate in 

vacuum), 226�236
defect detection in multilayered composite 

plate, 295�305
numerical and experimental results, 

298�305
specimen description, 296�298

exercise problems, 305�309
guided waves in multilayered plates, 263�280

 

n

 

-layered plate in fluid, 272�277

 

n

 

-layered plate immersed in fluid and 
struck by plane P-wave, 277�280

 

n

 

-layered plate in vacuum, 265�272
guided waves in single and multilayered 

composite plates, 280�295
composite plate analysis with attenuation, 

292�295
multilayered composite plate immersed in 

fluid, 289�292
multilayered composite plate 

in vacuum, 292
single layer composite plate immersed in 

fluid, 289
guided waves and waveguides, 224�226
homogeneous elastic plate immersed in fluid, 

236�249
antisymmetric motion, 245�249
symmetric motion, 243�244

plane P-wave striking solid plate immersed in 
fluid, 249�263

Plexiglas, 689
PM,

 

 see 

 

Permanent magnet
PMMA,

 

 see 

 

Polymethylmethacrylate
PNNL,

 

 see 

 

Pacific Northwest Laboratories

Pochhammer dispersion equation, 321
POD,

 

 see 

 

Probability of detection
Point of common phase, 454
Point source(s), 144

distribution, restrictions on 

 

r

 

s

 

, 159
excitation, 98
location of, 151
modeling of finite plane source by distribution 

of, 145
spacing between neighboring, 161
strengths, 154

Point spread function (PSF), 665
Poission�s ratio, 79, 429, 468, 522, 549, 624, 626

Hooke�s law and, 37
ratio of Rayleigh wave speed and shear wave 

speed for, 80
Poisson�s ratio, 322, 345, 407, 743
Polling, 546
Polycrystalline, fatigued, 412
Polymeric materials, optical penetration 

depth for, 439
Polymethylmethacrylate (PMMA), 626, 776
Potential(s)

acoustic wave, 288
Born-Mayer, 388
field

fluid, 237
Lamb mode, 227

vector displacement, 440
PP, 

 

see

 

 Plane P-wave
PPM,

 

 see 

 

Periodic permanent magnet
PRC,

 

 see 

 

Photorefractive crystal
Precipitate

-dislocation interactions, 420
radius of growing, 422

Pressure
field

computation, 163, 167
equation, 166
variations, 191

fluid, P-wave potential and, 117
plot, velocity plot vs., 192
relation between velocity and, 104
variations, 194
-velocity relation, 149
wave, acoustic, 119

PRF,

 

 see 

 

Pulse repetition frequency
Primary (P-) wave, 47, 52, 181

generation, transmission coefficients for, 185
incidence, 55, 69
interaction of plane interface with, 68
potential, pressure fluid and, 117
propagation, in solid medium, 106
speed, 111

of different materials, 124�128
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expression, 103
fluid, 246

striking of at interface, 68
ultrasonic transducers and, 253
velocity(ies)

anisotropy of, 777
calculation of, 768
recording of, 774
variation of, 770

Principal stresses, 18, 19
Probability of detection (POD), 215, 561
Process monitoring, 469, 477
Propagation

acoustic bulk wave, 397
distance, 375, 376
factor, 693
matrix, 394
velocity, applied stress field, 47

Proteins, membrane-bound, 749
PS, 

 

see

 

 Plane S-wave
PSAWs,

 

 see 

 

Pseudo-surface acoustic waves
PSBs, 

 

see

 

 Persistent slip bands
Pseudo-surface acoustic waves (PSAWs), 

587, 599
PSF,

 

 see 

 

Point spread function
Pulsed electromagnets, 538
Pulsed wave velocity (PWV), 808
Pulse-echo (PE)

measurement, 513
sensors, 210
ultrasonics, 214

Pulse repetition frequency (PRF), 788
P-wave, 

 

see

 

 Primary wave
PWV,

 

 see 

 

Pulsed wave velocity
PZT, 

 

see

 

 Lead zirconate titanate

 

Q

 

Quasi-transverse waves, 372

 

R

 

Radial crack
location, 357
modeling of, 349

Radial stress, 421
Radio frequency (RF) current, 497
Raman scattering, 583, 609
Rayleigh criterion, 667
Rayleigh-Lamb equation, 342, 549
Rayleigh-Sommerfield integral representation, 

161�162
Rayleigh-Sommerfield theory, 147

Rayleigh surface wave(s)
generation of, 670
propagation of, 679

Rayleigh velocity, 684
Rayleigh wave (RW), 79, 86, 224, 521, 586

amplitude, computation of, 81
development of, 736
effect of on SAM output, 679
equation, 322
excited, 765
fringes, defocused, 712
generation, 442, 691
in homogeneous half space, 77
in layered half space, 83
penetration depth of, 682
speed, 80, 123, 124�128, 323, 475
velocity, 338

Receiver
displacement amplitude at, 534
output electromagnetic power, 509
probe, 511

Reference beam interferometers, 453
Reflected wave(s)

amplitudes, solids, 74
potentials, 58, 62
SV-wave incidence, 73

Reflection
acoustic microscope, model of, 661
coefficient, 173, 288, 461, 670, 699
intensity, 461
microscope, 656
SAM, 669, 686, 689

Region of interest (ROI), 792, 802, 805
Repeated dummy index, 5
Residual stress measurement, 219
Retrograde elliptic notation, 81
RF current,

 

 see 

 

Radio frequency current
RMS,

 

 see 

 

Root-mean-square
Rockwell hardness, 417
ROI,

 

 see 

 

Region of interest
Root-mean-square (RMS), 356
RW,

 

 see 

 

Rayleigh wave

 

S

 

Sagnac demodulation scheme, 469
SAM,

 

 see 

 

Scanning acoustic microscopy
SAWs,

 

 see 

 

Surface acoustic waves
SBS,

 

 see 

 

Surface Brillouin scattering
Scanning acoustic microscope, first, 654
Scanning acoustic microscopy (SAM), 220, 654, 

728, 798, 

 

see

 

 

 

also

 

 Acoustic 
microscopy, theory and applications of

adhesion by, 708
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applications of in nondestructive 
evaluation, 698

confocality of, 731
first transmission, 659
image, superhard amorphous carbon, 681
optical microscopy and, 749
output, effect of Rayleigh waves on, 679
principles of cytomechanics analysis by, 728
reflection, 669, 686, 689
theory of image formation in, 660
time-resolved, 732

Scanning laser acoustic microscope (SLAM), 728
Scanning laser source (SLS) technique, 473, 474
Scanning optical microscope (SOM), 656
Scattered wave, propagation speed for, 513
Scatterer

signal frequency, 197
total ultrasonic pressure distributions 

near, 200
ultrasonic field in presence of, 177

Scattering, 377
bulk wave, 588
configurations, 608, 614
elasto-optic, 624
far-field angular distribution for, 685
geometry, 583, 588, 604
mechanism

elasto-optic, 587
surface ripple, 589

problem, justifying continuous-wave analysis 
for, 660

Raman, 583
by surface waves, 614
by traveling excitations, 603

SCC, 

 

see

 

 Stress corrosion cracking
Scholte wave, 246
Secant method, solution of nonlinear equations 

using, 230
Secondary (S-) wave, 48, 52, 181

generation, transmission coefficients for, 185
speed, 111, 124�128

Sensitivity time control (STC) effects, 791
Sensor(s)

Bragg gratings based, 468
intrinsic fiber-optic ultrasound, 466
measurements, 544
piezoelectric, 544
pulse-echo, 210
PZT, 545

Sequential electronic switching, 785
Sezawa wave (SW), 587, 634
Shape factor, 338
Shear horizontal (SH) wave, 63, 64, 514

interaction of plane interface and, 66

interaction of stress-free plane boundary 
and, 64

propagation, 531
Shear stress(s)

amplitudes, resolved, 405
components, 102
condition, vanishing, 245
vanishing, 288

Shear vertical (SV) wave, 64, 514
interaction of plane interface with, 68
striking of at interface, 72

Shear wave(s)
incident, 60
normal beam, 524
speed, 80, 123, 335
wedges, 206

SHM,

 

 see 

 

Structural health monitoring
Short pulse microscopy, 767
Short time Fourier transform (STFT), 

346, 353, 550
Short transverse (ST) modes, 586
Shot noise, 455, 456
SH wave, 

 

see

 

 Shear horizontal wave
Signal(s)

analysis techniques, 536
backscattered, 352, 353
bandwidth, 536
beam, unmodulated, 464
continuous wave Doppler, 792
directivity, control of, 256
EMAT, 507, 511
harmonic, 379
-processing routine, 555
representations, 551

Signal-to-noise ratio (SNR), 446
characterization, 455
doubling of, 536
heterodyne interferometer, 458
highest, 553
loss of, 535
optimal, 738
shot-noise limited, 456
two-wave mixing interferometer, 465

Silicon, cubic anisotropy of, 607
Silicon carbide

elastic properties of, 299
stress-strain relation for, 299

Sine-burst wave, 559
Single layer composite plate, immersed

in fluid, 289
SLAM,

 

 see 

 

Scanning laser acoustic microscope
Slowness equation, 595
SLS technique,

 

 see 

 

Scanning laser source 
technique

Small displacement gradient, 5, 7
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SMART Layer

 

�

 

, 545, 557
Smart pig, 345
SMART strip results, 560
Snell�s law, 57, 184, 252, 301, 604, 700
SNR,

 

 see 

 

Signal-to-noise ratio
Sobel-filtering, 734
Software, diagnostic, 547
Solid(s)

acoustic nonlinearity parameter for, 420
opaque, surface ripple scattering 

mechanism, 589
quasi-isotropic, 413
subsurface imaging in moderately hard, 705
subsurface imaging in moderately soft, 703
subsurface imaging in stiff/hard, 706
transversely isotropic, bulk wave speeds, 294
ultrasonic field in, 181
waves in, 120

Solid cylinder, axial waves in, 317
Solid disk, circumferential waves in, 330
SOM,

 

 see 

 

Scanning optical microscope
SONAR systems, 783
SOS,

 

 see 

 

Speed of sound
Sound

velocity
longitudinal, 377
true, 397

waves
longitudinal, 727
phase difference imposed to, 740

Source(s)
point, pressure fields generated by, 184
-to-receiver

distances, 444
system, group velocity, 350

strength vector, 173
target, 193
transducer, total power of, 355
velocity amplitude, 147

Spectral analysis, Brillouin, 609
Specularly reflected beam, 254
Speed of sound (SOS), 762
Spherical transducers, 663
Spherical waves, generation of, 144
Spiral coil, calculated pulse response of, 517
SSCW,

 

 see 

 

Surface skimming compressional 
waves

STC effects,

 

 see 

 

Sensitivity time control effects
Steady-state Green�s tensor, 101
Steel

alloys, measured acoustoelastic 
constant of, 419

corrosion of reinforcing, 704
STFT, 

 

see

 

 Short time Fourier transform
ST modes,

 

 see 

 

Short transverse modes

Stokes events, 604
Stokes-Helmholtz decomposition, 48, 64, 313
Stokes process, 585
Stonely-Scholte wave mode, 246
Stoneley waves, 587
Strain(s)

components, quadratic function of, 27
crack-induced, 424
energy, 381
energy density, 29, 35, 36
invariants, 35
Lagrangian, 382
state, elasticity problem, 8
transformation, 24
volumetric, 41

Stress(es)
acoustic constant, 397
components, 9, 10, 61, 234
continuity, 67
corrosion cracking (SCC), 204
-displacement

continuity conditions, interface, 271
vectors, 267, 290

Eulerian, 367
field, Lamb mode, 227, 302
longitudinal Lagrangian, 367
normal, 260, 263, 277
patterns, inside plate, 259
perturbative, 428
principal, 18, 19
radial, 421
state, zero, 384, 402
tensor, 14, 20
traction and, 9
transformation, 15

Stress-free plane boundary
interaction between plane waves and, 54
interaction of SH-wave and, 64
P-wave incident on, 55
shear wave incident on, 60

Stress-strain relation(s), 24, 25, 26
Cauchy�s approach, 27
elastic orthotropic material, 33
Green�s approach, 27, 35
isotropic materials, 35

Structural dynamics, forced vibration problems 
in, 252

Structural health monitoring (SHM), 542
Structural health monitoring, ultrasonic 

nondestructive evaluation for, 
541�580

built-in structural health monitoring system, 
544�545

diagnostic software, 547�556
damage diagnostics, 553�556
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signal generation, 547�550
signal processing, 550�553

existing diagnostic methods in SHM, 543�544
vibration-based method, 543�544
wave propagation method, 544

integrated sensor network and controller, 
545�547

controller, 547
piezoelectric effect, 546�547
SMART layer, 545

scheme validation, 556�577
bonded repair patch, 562�577
riveted lap joints, 557�562

SubSAM, 747, 748
Subsurface

defects, image formation of, 654, 699
imaging, 690
structures, NDE for, 675

Summation convention, 11
Surface

breaking
crack, 684
flaws, scanning laser source 

imaging of, 473
diffraction grating, 451
displacements, 271
skimming compressional waves (SSCW), 765
wave(s)

Rayleigh-type, 344
scattering by, 614

Surface acoustic waves (SAWs), 582
analysis of scattering by, 621
dispersion, 633, 637, 641
frequency, 448
laser ultrasonic flaw imaging using, 470
material characterization using, 486
nondispersive, 617
packets, 451, 452
propagation, 586, 631, 636
pseudo-, 488, 636
scattering by, 604
tone bursts, 481
velocity, 617

Surface Brillouin scattering (SBS), 582
case studies, 624

anisotropic bulk solids, 626
isotropic bulk solids, 625
layered media, 631

scattering geometry in, 583
spectrum, most prominent features in, 630

SV wave,

 

 see 

 

Shear vertical wave, 64
SW,

 

 see 

 

Sezawa wave
S-wave, 

 

see

 

 Secondary wave
Symmetry

material planes of, 30

mirror, 30
three planes of, 30, 31, 32
two planes of, 30

 

T

 

Tanks, liquid content determination in, 218
Target sources, 193
Temporal averaging, 537
Tensor

Cartesian, 18
second-rank, 18
steady-state Green�s, 101

TFR,

 

 see 

 

Time-frequency representation
Thermal relaxation, 746
Thermodynamics, 391, 392
Three-dimensional object, imaging of, 668, 684
Time-delay interferometers, 459
Time dependent problems, 42
Time-domain ultrasonic data, 478
Time-of-flight (TOF), 204, 551, 694

information, 551, 552
recording, short pulse microscopy with, 767

Time-of-flight diffraction (TOFD)
defect characterization, 216
flaw sizing methods, 215
inspection, weld, 216
technique, 205

Time-frequency representation (TFR), 350
Time-harmonic waves, 314, 315, 330
Time-resolved acoustic microscopy, 732
Time-resolved measurement, 695
Time-sequenced electron microscopical 

examination, 424
Tip diffraction techniques, 205
Tissue

characterization, ultrasonic, 784, 793
textures, wide-aperture transducers and, 786

Titanic, sinking of, 783
Titanium

elastic properties of, 299
stress-strain relation for, 299

TOF,

 

 see 

 

Time-of-flight
TOFD,

 

 see 

 

Time-of-flight diffraction
Tone bursts

system bandwidth and, 536
techniques, 430

Tooth enamel, acoustic image of, 769
Torsional motion, 319, 326
Torsional waves, dispersion equation, 320
Traction,

definition of, 8
stress and, 9, 10
vector, 16
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Transducer(s)
broadband, 253, 786
circular, 196
concave, 189
convex-array, 785
electromagnetic acoustic, 345
face

pressure field variations in front of, 191
radius of curvature, 162

focused, 190, 296, 298
front face geometries, 188, 190
inclined, 198, 200
magnetostrictive, 345
materials, most commonly used, 430
narrowband, 253
NDT piezoelectric, 532
phased array, 207, 785, 796
piezoelectric, 498
PZT, 353, 475, 476
SAM, 656
source

strengths, interface velocity components 
and, 178

total power of, 355
spherical, 663
surface

inclined to fluid�solid interface, 187
points, 155
velocity, 150, 175, 185

Transfer matrix method, 269
Transformation, strain, 24
Transmission

angles, imaginary, 180
coefficients, 186, 187

Transmitted angle, 167
Transmitted wave(s)

amplitudes, solids, 74
SV-wave incidence, 73

Transversely isotropic material, 31
Transverse wave

incident, 206
reflected, 206

Triclinic material, 30
Triplet sources, randomly oriented, 152
True sound velocity, 397
Tuning capacitor, 533
Two-beam heterodyne interferometers, 457
Two-beam homodyne interferometers, 453, 454
Two-dimensional object, image formation of, 673

U

Ultrasonic harmonic generation, 373

Ultrasonic images, generation of, 304
Ultrasonic imaging techniques, use of to detect 

radial cracks, 346
Ultrasonics

finite amplitude, 364
probability of detection for, 206

Ultrasonic signal analysis techniques, 214
Ultrasonic systems

automated, 209
engineering, 204

Ultrasonic transducers, P-waves and 253
Ultrasound

applications, 204
frequency modulation induced by, 452
history of, 783
imaging with, 656
intensity modulation induced by, 451
laser generation of, 436, 437

generation mechanisms, 437
thermoelastic generation of ultrasound, 

439, 444
market trends, 204
optical detection of, 448

encoding of ultrasound information onto 
optical beam, 451

optical interferometry, 453
system, immersion tank, 784

Unit vector expressions, 164

V

Vacuum
multilayered composite plate in, 292
n-layered plate in, 265

Vascular elastography technique, 797
Vector

displacement potential, 440
function, displacement field and, 48
identity, 40, 49, 99

Velocity
boundary conditions, 154
components, 153, 172
relation between pressure and, 104
vector, 173

V(f) curves, 737
Viktorov�s equation, 331
V(Z) curve, 670, 735

expression of, 699
Fourier transform of product, 673
importance of theory of, 673
physical interpretation of, 672
prominent features in, 763
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W

Wave(s)
acoustic, potentials, 288
amplitude, 442
antiplane plate

dispersion curves for, 88
mode shapes, 89

attenuation of, 292
axial

in hollow cylinder, 325
in solid cylinder, 317

backscattered, 354
bulk

scattering by, 618
velocities, 620

circumferential, 359
angular phase velocity of, 338
dispersion curves, 331
in hollow cylinder, 332
in solid disk, 330

cylindrical guided, 225
edge, determination of, 698
elastic, Lorentz force model and, 498
fast transverse, 627
flexural, 322, 323, 327
free time-harmonic, propagation of, 314
generalized Rayleigh-Lamb wave
guided, 224
harmonic, 53

energy generating, 375
generation of, 144

horizontally propagating, 85
incident

amplitude of, 55, 56
pressure fields corresponding to, 104
transverse, 206
wave field due to, 287

in-plane, analysis of, 65
Lamb, 89, 224, 358, 587

damage detection, 548
dispersion curve plot, 252
generation of, 255
images generated by, 296, 298
laser ultrasonic tomographic imaging 

using, 470
leaky, 225, 226
plate inspection by, 253
plate scanning by, 295
propagation, 226, 232, 236
theory, 443

longitudinal, 320, 327, 358
Love, 81, 83, 587
P-, ultrasonic transducers and, 253
with particle motions, 203

phase velocity of propagating, 316
plane

reflection of at fluid�solid interface, 111
reflection of by solid plate immersed in 

fluid, 119
plate, 86, 224
polarizations, 373, 514
potentials, 52, 73, 278

in fluid, 112
incident, 58, 62
inside solid plate, 247
reflected, 58, 62

primary, 68, 181
propagation, 544

computing of in circular annulus, 348
direction, 386
in fluid, 102
problems, use of finite element method for 

solving, 348
study of, 311

quasi-transverse, 372
Rayleigh, 77, 79, 224

amplitude, computation of, 81
development of, 736
effect of on SAM output, 679
equation, 322
excited, 765
generation, 691
in layered half space, 83
penetration depth of, 682
speed, 80, 123, 323
velocity, 338

reflected, SV-wave incidence, 73
scattered, propagation speed for, 513
Scholte, 246
secondary, 181
Sezawa, 587, 634
shear

horizontal, 63, 64, 514
normal beam, 524
speed, 80, 123, 335
vertical, 64, 68, 72, 514

SH-plate, dispersion relation for, 523
sine-burst, 559
sources, 144
speed(s), 91, 191

pipe samples, 214
ultrasonic, 204

spherical, generation of, 144
Stoneley, 587
surface

acoustic, laser ultrasonic flaw imaging 
using, 470

scattering by, 614
time-harmonic, 330
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torsional, dispersion equation, 320
transmitted, SV-wave incidence, 73
whispering gallery, 328

Waveform, slope of, 376
Wavefront

inclined, 209
matched reference beam, 458�459

Waveguides, 225
Wavenumber, definition of, 330
Weld(s)

scanning, 217
TOFD inspection of, 216

Whispering gallery waves, 328
White cell configuration, 446
Wide-scatter spectrogram, 553
Wigner-Ville distribution (WV), 350
WV, see Wigner-Ville distribution

X

Xenopus laevis, 736

X-ray

inspection methods, 218

spectroscopy analysis, 657

X-Z scan, 686, 687

Y

Young�s modulus, 37, 322, 468, 549, 624, 743

Z

Zero stress state, 384, 402
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